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Abstract. The aim of this paper is to study strong Karush-Kuhn-Tucker optimality conditions and duality for

nonsmooth multiobjective semi-infinite programming. By using the Michel-Penot subdifferential and suitable

generalized regularity conditions, we establish the strong necessary and sufficient optimality conditions for some

kind of efficient solutions of nonsmooth multiobjective semi-infinite programming. We also propose Wolfe and

Mond-Weir duality schemes for multiobjective semi-infinite programming and explore weak and strong duality

relations under the generalized convexity.
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1. Introduction

A simultaneous minimization with a finitely many objective functions and an infinite set of

constraints is called multiobjective semi-infinite programming (MSIP). Many theoretical as-

pects and various fields of applications of the semi-infinite programming have been considered

by many researchers, see [1, 2] and references therein. Recently, weak and strong Karush-

Kuhn-Tucker (KKT) optimality conditions and duality for MSIP have been investigated by

many authors. In [3, 4], optimality conditions for some types of efficient solutions of MSIP
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and duality relations were investigated in terms of the Mordukhovich subdifferential. Weak and

strong KKT optimality conditions for weakly efficient solutions and Pareto efficient solutions

were obtained in [5, 6, 7] based on some regularity conditions in sense of Clarke subdifferen-

tial. Constraint qualifications in convex vector semi-infinite optimization were investigated in

[8]. Recently, Caristi and Ferrara [9] considered the necessary optimality conditions for weakly

efficient solution of MSIP via Michel-Penot subdifferential; see [9] and the references therein.

Strong KKT optimality conditions give more information than the weak KKT optimality con-

ditions since all the multipliers corresponding to the objective functions are positive. In [10],

many regularity conditions for differentiable functions were investigated to establish the strong

KKT optimality conditions for Pareto efficient solutions of multiobjective optimization prob-

lem. Regularity conditions in sense of Clarke subdifferential were considered in [11] and [12].

In [13], strong KKT type sufficient optimality conditions for nonsmooth multiobjective semi-

infinite mathematical programming problems with equilibrium constraints were given in terms

of the Clarke subdifferential. We observe that the strong KKT necessary conditions for weakly

efficient solution and the Pareto efficient solution of MSIP via the Michel-Penot subdifferential

were not investigated in [9]. Moreover, there is no work dealing with duality relations for non-

smooth multiobjective semi-infinite programming via the Michel-Penot subdifferential. Some

models in real life are nonsmooth MSIP such as FIR filter design in [14] or moment robust

optimizations and their applications in [15]. The Wolfe and Mond-Weir duality schemes can be

used to give the optimality conditions for solving these problems or reformulate the nonsmooth

MSIP in [16].

Motivated by the above observations, by using the Michel-Penot subdifferential as general-

ized derivatives, we establish necessary and sufficient conditions for the Pareto efficient solu-

tions and weakly efiicient solution and duality theorems of the Wolfe and Mond-Weir types for

MSIP. The paper is organized as follows. Section 2 recalls basic concepts and some prelimi-

naries. In Section 3, the strong necessary and sufficient KKT optimality conditions for weakly

efficient solution and the Pareto efficient solution of MSIP are established. Section 4 is de-

voted to investigating the Wolfe and Mond-Weir dual type problems of MSIP in term of the

Michel-Penot subdifferential. Some examples are provided to illustrate our results.

2. Preliminaries
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The following notations and definitions will be used throughout the paper. Rn stands for a

finite-dimensional normed space. We write Rn also for the dual space (Rn)∗ and 〈x∗,x〉 for the

value of x∗ ∈ (Rn)∗ at x ∈ Rn. For a given x̄, U (x̄) stands for the system of the neighborhoods

of x̄. For ρ > 0, denote B(x̄,ρ) := {x ∈ Rn | ‖x− x̄‖ < ρ} ball of radius ρ centered at x̄. For

S ⊆ Rn, intS, clS, bdS, spanS, coS and C(S) denote its interior, closure, boundary, linear hull,

convex hull and the cone {λx | x ∈ S,λ ≥ 0}, respectively (resp). Denote |S| the cardinality

of S, i.e., the number of elements of S. The convex cone containing the origin generated by S,

denoted by coneS, is defined as

coneS :=

{
x ∈ Rn | x =

k

∑
i=1

λixi,xi ∈ S,λi ≥ 0, i = 1, ...,k

}
.

The affine hull of S, denoted by affS, defined by

affS :=

{
x ∈ Rn | x =

k

∑
i=1

λixi,xi ∈ S,λi ∈ R,
k

∑
i=1

λi = 1

}
.

The relative interior of a convex set S⊂ Rn, denoted by riS, defined by

riS := {x ∈ affS | ∃ε > 0,B(x,ε)∩ (affS)⊂ S} .

Note that riS of a convex set S is also a convex set and riS⊂ S⊂ clS⊂ affS. The negative polar

cone and strictly negative polar cone of S are defined resp by

S− := {x∗ ∈ Rn|〈x∗,x〉 ≤ 0 ∀x ∈ S},

Ss = {x∗ ∈ Rn|〈x∗,x〉< 0 ∀x ∈ S}.

The contingent cone of S at x̄ ∈ clS is

T (S, x̄) := {x ∈ Rn |∃τk ↓ 0, ∃xk→ x,∀k ∈ N, x̄+ τkxk ∈ S}.

The right-sided directional derivative of a function φ :Rn→R at x̄ ∈Rn in the direction d ∈Rn

is denoted by φ ′(x̄,d) and defined by

φ
+(x̄,d) := limsup

τ↓0

φ(x̄+ τd)−φ(x̄)
τ

.
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Definition 2.1. [17] Let x̄ ∈ Rn and φ : Rn → R be a locally Lipschitz function. The Clarke

directional derivative of φ : Rn→ R at x̄ in direction u is defined by

φ
o(x̄,u) := limsup

τ↓0,x→x̄

φ(x+ τu)−φ(x)
τ

.

The Clarke subdifferential of φ at x̄ is

∂
C

φ(x̄) := {x∗ ∈ Rn|〈x∗,d〉 ≤ φ
o(x̄,d), ∀d ∈ Rn}.

We say that φ is Clarke regular at x̄ if φ ′(x̄,d) exists and φ o(x̄,d) = φ ′(x̄,d) for all d ∈ Rn.

Definition 2.2. [18, 19] Let x̄ ∈ Rn and let φ : Rn → R be a locally Lipschitz function. The

Michel-Penot (MP) directional derivative of φ : Rn→ R at x̄ in direction u is defined by

φ
�(x̄,u) := sup

v∈Rn
limsup

τ↓0

φ(x̄+ τ(u+ v))−φ(x̄+ τv)
τ

.

The MP subdifferential of φ at x̄ is

∂
MP

φ(x̄) := {x∗ ∈ Rn|〈x∗,d〉 ≤ φ
�(x̄,d), ∀d ∈ Rn}.

We say that φ is MP regular at x̄ if φ ′(x̄,d) exists and φ�(x̄,d) = φ ′(x̄,d) for all d ∈ Rn.

The following properties of MP directional derivative and MP subdifferential are useful in

the sequel; see [18, 19] and the references therin.

Lemma 2.3. Let φ be function from Rn to R, which is Lipschitz near x̄. Then, the following

assertions hold.

(i) The function v→ φ�(x̄,v) is finite, positively homogenous, subadditive onRn, φ�(x̄,0) =

0 and ∂ (φ�(x̄, .))(0) = ∂ MPφ(x̄), where ∂ denotes the subdifferential in sense of convex

analysis.

(ii) ∂ MPφ(x̄) is nonempty, convex and compact subset of Rn.

(iii) φ�(x̄,v) = max
ξ∈∂ MPφ(x̄)

〈ξ ,v〉.

(iv) If φ is Gâteaux differentiable at x̄, then ∂ MPφ(x̄) = {∇φ(x̄)}. If φ is convex, then

∂ MPφ(x̄) = ∂φ(x̄).

(v) If φ is Clarke regular at x̄, then φ is MP regular at x̄.

(vi) ∂ MPφ(x̄)⊆ ∂Cφ(x̄).

(vii) For x,y∈Rn, there exist a point c in the open line segment (x,y) and x∗ ∈ ∂ MPφ(c) such

that φ(y)−φ(x) = 〈x∗,y− x〉.
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By Lemma 2.3 (vi), we can see that the necessary optimality conditions in terms of the MP

subdifferential are sharper than the necessary optimality conditions via the Clarke subdifferen-

tial; see, e.g., [20, 21, 22, 23] and the references therein. The following example shows that the

inclusion in Lemma 2.3 (vi) may be strict.

Example 2.4. Let φ : R→ R be defined as follows

φ(x) =

 x2 sin 2
x , if x 6= 0,

0, if x = 0.

Then, for x̄ = 0, one has

∂
MP

φ(x̄) = {0},

∂
C

φ(x̄) = [−2,2].

Hence,

∂
MP

φ(x̄)$ ∂
C

φ(x̄).

Lemma 2.5. [24] Let {Ci|i = 1, ...,m} be a collection of nonempty convex sets in Rn and

K = co
(

m⋃
i=1

Ci

)
. Then, riK =

⋃{ m
∑

i=1
λiriCi |

m
∑

i=1
λi = 1,λi > 0, i = 1, ...,m

}
.

Lemma 2.6. [24] Let C1 and C2 be non-empty convex sets in Rn. In order that there exist a

hyperplane separating C1 and C2 properly, it is necessary and sufficient that riC1 and riC2 have

no point in common.

Lemma 2.7. [24] Let {Ct |t ∈ Γ} be an arbitrary collection of nonempty convex sets in Rn and

K = co
(⋃

t∈Γ

Ct

)
. Then, every nonzero vector of K can be expressed as a non-negative linear

combination of n or fewer linear independent vectors, each belonging to a different Ct .

3. Optimality conditions

In this section, we consider the following multiobjective semi-infinite programming

(P) minRm
+

f (x) := ( f1(x), ..., fm(x))

s.t. gt(x)≤ 0, t ∈ T,

x ∈ Rn,
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where fi, i = 1, ...,m, gt , t ∈ T are Lipschitz functions from Rn to R. The index set T is arbitrary

nonempty set, not necessary finite. Set I := {1, ...,m}, f := ( f1, ..., fm) and gT := (gt)t∈T .

Denote the feasible solution set of (P) Ω := {x ∈ Rn | gt(x)≤ 0, t ∈ T}.

Definition 3.1. For problem (P), let x̄ ∈Ω.

(i) A point x̄ is a locally weakly efficient solution of (P), denoted by x̄ ∈ LWE(P), if there

exists U ∈U (x̄) such that f (x̄)− f (x) 6∈ intRm
+,∀x ∈Ω∩U.

(ii) A point x̄ is a locally (Pareto) efficient solution of (P), denoted by x̄ ∈ LE(P), if there

exists U ∈U (x̄) such that f (x̄)− f (x) 6∈ Rm
+ \{0},∀x ∈Ω∩U.

If U = Rn, the word “locally” is omitted. In this case, the weakly efficient solution set-

s/the weakly efficient solution sets are denoted by WE(P)/E(P). It is easy to see that LE(P) ⊂

LWE(P); see, e.g., [25] for more details.

Denote R|T |+ the collection of all the functions λ : T → R taking values λt’s positive only at

finitely many points of T , and equal to zero at the other points, i.e., there exists a finite index

set J := {1,2, ...,k} ⊂ T such that λt > 0 for all t ∈ J and λt = 0 for all t ∈ T \ J. For a given

x̄ ∈ Ω, denote T (x̄) := {t ∈ T |gt(x̄) = 0} the index set of all active constraints at x̄. The set of

active constraint multipliers at x̄ ∈Ω is

Λ(x̄) := {λ ∈ R|T |+ |λtgt(x̄) = 0,∀t ∈ T}.

Note that λ ∈ Λ(x̄) if there exists a finite index set I := {1,2, ...,m} ⊂ T (x̄) such that λt > 0 for

all t ∈ I and λt = 0 for all t ∈ T (x̄) \ I. For a given x̄ ∈ Ω, define the extension of constraints

system of (P)

Qi :=
{

x ∈ Rn | fk(x)≤ f jk(x̄),gt(x)≤ 0 j ∈ I \{i}, t ∈ T
}
, i ∈ I,

Q :=
⋂
i∈I

Qi.

Then, we have Q = {x ∈Rn | fk(x)≤ fk(x̄),gt(x)≤ 0, j ∈ I, t ∈ T}. Recall the following condi-

tions in [9] (with the convention ∪α∈ /0Xα = /0)

(RC1) :

(
m⋃

i=1

∂
MP fi(x̄)

)s

∩

 ⋃
t∈T (x̄)

gt(x̄)

− ⊆ T (Q, x̄),
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(CQ1) :

 ⋃
t∈T (x̄)

gt(x̄)

s

6= /0,

(C1): T is a compat set and the set-valued map j ⇒ g j(x̄) is upper semicontinuous on T (x̄).

Theorem 3.2. [9] Suppose that (C1) is satisfied at x̄ ∈Ω. Then, (CQ1) implies (RC1) at x̄.

Theorem 3.3. [9] Let x̄ ∈Ω. If one of the following assertions holds:

(I) (RC1) holds at x̄ and closedness of cone
(⋃

t∈T (x̄) gt(x̄)
)

,

(II) (CQ1) and (C1) hold at x̄,

then there exist αi ≥ 0 (for i ∈ I) with ∑
m
i=1 αi = 1 and λ ∈ Λ(x̄) such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄).

Now, in line of [5, 6, 10], we propose the following conditions:

(RC2) :

(
m⋃

i=1

∂
MP fi(x̄)

)−
∩

 ⋃
t∈T (x̄)

gt(x̄)

− ⊆ m⋂
i=1

T (Qi, x̄),

(RC3) :

(
m⋃

i=1

∂
MP fi(x̄)

)s

∩

 ⋃
t∈T (x̄)

gt(x̄)

s

6= /0,

(C2) :

(
m⋃

i=1

∂
MP fi(x̄)

)−
\{0} ⊆

m⋃
i=1

(∂ MP fi(x̄))s,

(C3): T is a compat set, the function (x, t)→ gt(x) is upper semicontinuous on Rn×T and the

set-valued map j ⇒ g j(x) is an upper semicontinuous mapping in t on each x.

Remark 3.4. Let x̄ ∈Ω. The following relations of the above conditions are easy to see.

(i) (RC3) implies (CQ1).

(ii) (C3) implies (C1).

Now, we establish the strong necessary KKT condition for locally weakly efficient solutions of

(P).

Proposition 3.5. Suppose that x̄ ∈ LWE(P) and (RC3), (C3) are satisfied at x̄. Then, there exist

α ∈ intRm
+ with ∑

m
i=1 αi = 1 and λ ∈ Λ(x̄) such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄).
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Proof. It follows from Theorem 3.2 and Theorem 3.3 that there exist α ∈ Rm
+ with ∑

m
i=1 αi = 1

and λ ∈ Λ(x̄) such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄).

This implies that there exist x∗i ∈ ∂ MP fi(x̄) and y j ∈ ∂ MPgk(x̄) with (i,k) ∈ I×K, where K is a

finite subset of T (x̄) such that

m

∑
i=1

αix∗i + ∑
j∈J

λt∂
MPy∗j = 0. (3.1)

Suppose to contrary that αi = 0 for some i ∈ I. Since (RC3) holds, there exists u ∈Rn such that 〈x∗j ,u〉< 0, j ∈ I \{i},

〈y∗t ,u〉< 0, t ∈ T (x̄).

The above inequalities together with (3.1) deduce that

0 =
m

∑
i=1

αi〈x∗i ,u〉+ ∑
k∈K

λk∂
MP〈y∗k ,u〉< 0,

which is a contradiction. Hence, αi > 0,∀i ∈ I and the conclusion is obtained.

Similarly, the strong necessary KKT condition for locally efficient solutions of (P) is estab-

lished as follows.

Proposition 3.6. Suppose that x̄ ∈ LE(P) and (RC2), (C2) are satisfied at x̄. Then, there exist

α ∈ intRm
+ with ∑

m
i=1 αi = 1 and λ ∈ Λ(x̄) such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄).

Proof. First, we prove that, for every i ∈ I,

(∂ MP fi(x̄))s∩T (Qi, x̄) = /0. (3.2)

Suppose to the contrary that there exist i0 ∈ I and a vector d such that

d ∈ (∂ MP fi(x̄))s∩T (Qi0, x̄). (3.3)

Since d ∈ T (Qi0, x̄), there exist τk ↓ 0,dk→ d such that x̄+ τkdk ∈ Qi0 for all k, i.e., fi(x̄+ τkdk)≤ fi(x̄) ∀i ∈ I \{i0},∀k,

x̄+ τkdk ∈Ω, ∀k.
(3.4)
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By Lemma 2.3 (vii), for each k, there exist ck in the open line segment (x̄, x̄+ τkdk) and x∗k ∈

∂ MP fi0(ck) such that

fi0(x̄+ τkdk)− fi0(x̄) = τk〈x∗k ,dk〉. (3.5)

It follows from the upper semicontinuity of ∂ MP fi0(.) and ck → x̄ that we can assume, taking

subsequence if necessary, x∗k → x̄∗ ∈ ∂ MP fi0(x̄). Thus, we deduce from (3.3) and (3.5) that

lim
k→∞

fi0(x̄+ τkdk)− fi0(x̄)
τk

= lim
k→∞
〈x∗k ,dk〉= 〈x̄∗,d〉< 0.

Hence, for k large enough, one has

fi0(x̄+ τkdk)< fi0(x̄),

which contradicts with x̄ ∈ LE(P). Therefore, (3.2) holds. It follows that(
m⋃

i=1

(∂ MP fi(x̄))s

)
∩

(
m⋂

i=1

T (Qi, x̄)

)
= /0. (3.6)

Now, we prove that

0 ∈ ri

(
co

m⋃
i=1

∂
MP fi(x̄)

)
+ cone

⋃
t∈T (x̄)

∂
MPgt(x̄). (3.7)

Suppose to contrary that (3.7) does not hold. Then,

ri

(
co

m⋃
i=1

∂
MP fi(x̄)

)
∩

−cone
⋃

t∈T (x̄)

∂
MPgt(x̄)

= /0.

Using Lemma 2.5, one sees that there exists d ∈ Rn \{0} such that

d ∈

(
co

m⋃
i=1

∂
MP fi(x̄)

)−
∩

cone
⋃

t∈T (x̄)

∂
MPgt(x̄)

−=( m⋃
i=1

∂
MP fi(x̄)

)−
∩

 ⋃
t∈T (x̄)

∂
MPgt(x̄)

− ,
which together with (C2) contradicts with (3.6). Hence, (3.7) holds. Then, it follows from (3.7)

and Lemma 2.6 that there exist α ∈ intRm
+ with ∑

m
i=1 αi = 1 and λ ∈ Λ(x̄) such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄).

The following example shows that condition (C2) is essential.
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Example 3.7. Let n = 2,T = [0,1],D := {a ∈ R2 | −1 ≤ a1 ≤ −a2
2,−1 ≤ a2 ≤ 1} and let

f : R2→ R, gt : R2→ R be defined as follows

f1(x) =−2x2, f2(x) = sup
a∈D
〈a,x〉,

gt(x) =−x2− t, t ∈ T.

Then Ω := {x ∈ R2 | x2 ≥ 0}. For x̄ = (0,0) ∈Ω, one has

Q1 = R+×{0},Q2 = R×R+,

∂
MP f1(x̄) = {(0,−2)},∂ MP f2(x̄) = D,

T (x̄) = {0},
⋃

t∈T (x̄)

∂
MPgt(x̄) = {(0,−1)}.

Hence, by some calculations, we have

T (Q1, x̄) = Q1,T (Q2, x̄) = Q2,(
2⋃

i=1

∂
MP fi(x̄)

)−
= R+×{0},

(∂ MP f1(x̄))s = R× intR+,(∂
MP f2(x̄))s = /0, ⋃

t∈T (x̄)

∂
MPgt(x̄)

− = R×R+.

It follows that (
2⋃

i=1

∂
MP fi(x̄)

)−
∩

 ⋃
t∈T (x̄)

gt(x̄)

− ⊆ 2⋂
i=1

T (Qi, x̄),

i.e., (RC2) holds at x; but (C2) does not hold at x̄ since

(1,0) ∈

(
m⋃

i=1

∂
MP fi(x̄)

)−
\{0}, (1,0) 6∈

m⋃
i=1

(∂ MP fi(x̄))s.

It is easy to check that there are no α ∈ intR2
+ with α1 +α2 = 1 and λ ∈ Λ(x̄) such that

(0,0) ∈ α1(0,−2)+α2D+ ∑
t∈T

λt∂
MPgt(x̄) = α1(0,−2)+α2D+λ0(0,−1).

Definition 3.8. [23] Let φ : Rn→ R be a locally Lipschitz function.

(i) φ is said to be ∂ MP-convex at x̄ if for each x ∈ Rn and any x∗ ∈ ∂ MPφ(x̄),

φ(x)−φ(x̄)≥ 〈x∗,x− x̄〉.
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(ii) φ is said to be strictly ∂ MP-convex at x̄ if for each x ∈ Rn \{x̄} and any x∗ ∈ ∂ MPφ(x̄),

φ(x)−φ(x̄)> 〈x∗,x− x̄〉.

(iii) φ is said to be ∂ MP-pseudoconvex at x̄ if for each x ∈ Rn,

φ(x)−φ(x̄)< 0⇒ 〈x∗,x− x̄〉< 0,∀x∗ ∈ ∂
MP

φ(x̄).

(iv) φ is said to be strictly ∂ MP-pseudoconvex at x̄ if for each x ∈ Rn \{x̄},

φ(x)−φ(x̄)≤ 0⇒ 〈x∗,x− x̄〉< 0,∀x∗ ∈ ∂
MP

φ(x̄).

(v) φ is said to be ∂ MP-quasiconvex at x̄ if for each x ∈ Rn and any x∗ ∈ ∂ MPφ(x̄),

φ(x)−φ(x̄)≤ 0⇒ 〈x∗,x− x̄〉 ≤ 0.

Remark 3.9. Let f be differentiable at x̄. Then if f is convex/pseudoconvex/quasiconvex at x

then f is ∂ MP-convex/ ∂ MP-pseudoconvex/∂ MP-quasiconvex at x̄.

Proposition 3.10. Let x̄ ∈Ω. Suppose that there exist α ∈ intRm
+ with ∑

m
i=1 αi = 1 and λ ∈Λ(x̄)

such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄). (3.8)

(i) If fi, i ∈ I, is ∂ MP-pseudoconvex at x̄ and gt , t ∈ T, is ∂ MP-quasiconvex x̄, then x̄ is a

weakly efficient solution of (P).

(ii) If fi, i ∈ I, is strictly ∂ MP-pseudoconvex at x̄ and gt , t ∈ T, is ∂ MP-quasiconvex x̄, then x̄

is an efficient solution of (P).

Proof. (i) Suppose on the contrary that x̄ is not a weakly efficient solution. Then there exists

a feasible point x such that fi(x) < fi(x̄), ∀i = 1, ...,m. Since x̄ ∈ Ω satisfies (3.8), there exist

x∗i ∈ ∂ MP fi(x̄), i ∈ I and y∗t ∈ ∂ MPgt(x̄), t ∈ J, where J is a finite subset of T (x̄), such that

−∑
t∈J

λty∗t =
m

∑
i=1

αix∗i . (3.9)

Since each fi is ∂ MP-pseudoconvex, we have

〈x∗i ,x− x̄〉< 0, ∀x∗i ∈ ∂
MP fi(x̄).
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Hence, we deduce from αi > 0 and (3.9) that

−

〈
∑
t∈J

λty∗t ,x− x̄

〉
=

〈
m

∑
i=1

αix∗i ,x− x̄

〉
< 0. (3.10)

For each t ∈ J,gt(x)≤ 0 = gt(x̄). Thus, by the ∂ MP-pseudoconvexity of gt , t ∈ T, at x̄, one has

〈y∗t ,x− x̄〉 ≤ 0,∀y∗t ∈ ∂
MPgt(x̄), t ∈ J.

Consequently, 〈
∑
t∈J

λty∗t ,x− x̄

〉
≤ 0,

which contradicts with (3.10).

(ii) Suppose on the contrary that x̄ is not an efficient solution. Then there exists a feasible point

x and at least i0 ∈ I such that  fi(x)≤ fi(x̄), ∀i ∈ I \{i0},

fi0(x)< fi0(x̄).

Since x̄ ∈Ω satisfies (3.8), there exist x∗i ∈ ∂ MP fi(x̄), i ∈ I and y∗t ∈ ∂ MPgt(x̄), t ∈ J, where J is

a finite subset of T (x̄), such that

−∑
t∈J

λty∗t =
m

∑
i=1

αix∗i . (3.11)

Since each fi is strictly ∂ MP-pseudoconvex, we have

〈x∗i ,x− x̄〉< 0, ∀x∗i ∈ ∂
MP fi(x̄).

Hence, we deduce from αi > 0 that

−

〈
∑
t∈J

λty∗t ,x− x̄

〉
=

〈
m

∑
i=1

αix∗i ,x− x̄

〉
< 0. (3.12)

For each t ∈ J,gt(x)≤ 0 = gt(x̄). Thus, by the ∂ MP-pseudoconvexity of gt , t ∈ T, at x̄, one has

〈y∗t ,x− x̄〉 ≤ 0,∀y∗t ∈ ∂
MPgt(x̄), t ∈ J.

Consequently, 〈
∑
t∈J

λty∗t ,x− x̄

〉
≤ 0,

which contradicts with (3.12).
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Corollary 3.11. Let x̄ ∈Ω. Suppose that there exist α ∈ intRm
+ with ∑

m
i=1 αi = 1 and λ ∈ Λ(x̄)

such that

0 ∈
m

∑
i=1

αi∂
MP fi(x̄)+ ∑

t∈T
λt∂

MPgt(x̄).

(i) If fi, i ∈ I, is ∂ MP-convex at x̄ and gt , t ∈ T, is ∂ MP-convex x̄, then x̄ is a weakly efficient

solution of (P).

(ii) If fi, i∈ I, is strictly ∂ MP-convex at x̄ and gt , t ∈ T, is ∂ MP-convex x̄, then x̄ is an efficient

solution of (P).

The following example shows that the strictly ∂ MP-convexity of fi, i ∈ I, and gt , t ∈ T, im-

posed in the Proposition 3.10 cannot be dropped even in the smooth case.

Example 3.12. Let n = 2,T = (0,+∞) and let f : R2→ R, gt : R2→ R be defined as follows

f1(x) = f2(x) =−2x3,

gt(x) =−tx2, t ∈ T.

Then, Ω = R+ and for x ∈ R+, one has

∂
MP f1(x̄) = ∂

MP f2(x̄) = {−6x2},

T (x̄) = T,∂ MPgt(x̄) = {−2tx},∀t ∈ T.

Let x̄ = 0 ∈Ω. Then, it is easy to see that

∂
MP f1(x̄) = ∂

MP f2(x̄) = ∂
MPgt(x̄) = {0},

and hence, x̄ satisfies (3.8) with any α ∈R2
+,α1+α2 = 1 and λ ∈Λ(x̄). However, we can check

that x̄ is not a weakly efficient solution or an efficient solution of (P). The reason is that fi, i ∈ I,

is not (strictly) ∂ MP-convex at x̄ and gt , t ∈ T, is not ∂ MP-convex x̄.

4. Duality

In this section, we consider the Wolfe [26] and Mond-Weir [27] duality schemes for (P) in

terms of the Michel-Penot subdifferential. In what follows, we use the notations:

u≺ v⇔ u− v ∈ −intRm
+, u⊀ v is the negation of u� v.

u� v⇔ u− v ∈ −Rm
+ \{0}, u� v is the negation of u� v.
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4.1. The Wolfe type duality

For u ∈ Rn, α ∈ intRm
+ with

m
∑

i=1
αi = 1 and λ ∈ R|T |+ , define

L(u,α,λ ) := f (u)+

(
∑
t∈T

λtgt(u)

)
e,

where e := (1, ...,1) ∈ Rm. We define the Wolfe type dual problem as follows:

(DW ): maxL(u,α,λ ) = f (u)+
(

∑
t∈T

λtgt(u)
)

e

s.t. 0 ∈
m
∑

i=1
αi∂

MP fi(u)+ ∑
t∈T

λt∂
MPgt(u),

α ∈ intRm
+, λ ∈ R|T |+ , u ∈ Rn.

The feasible set of (DW ) is defined by

ΩW :=

{
(u,α,λ ) ∈ Rn× intRm

+×R
|T |
+ |

m

∑
i=1

αi = 1,0 ∈
m

∑
i=1

αi∂
∗ fi(u)+ ∑

t∈T
λt∂
∗gt(u)

}
.

Definition 4.1. Let (ū, ᾱ, λ̄ ) ∈ΩW .

(i) (ū, ᾱ, λ̄ ) is a weakly efficient solution of (DW ), denoted by (ū, ᾱ, λ̄ ) ∈WE(DW ), if

L(u,α,λ )−L(ū, ᾱ, λ̄ ) 6∈ intRm
+, ∀(u,α,λ ) ∈ΩW .

(ii) (ū, ᾱ, λ̄ ) is an efficient solution of (DW ), denoted by (ū, ᾱ, λ̄ ) ∈ E(DW ), if

L(u,α,λ )−L(ū, ᾱ, λ̄ ) 6∈ Rm
+ \{0}, ∀(u,α,λ ) ∈ΩW .

The following proposition describes weak duality relations between the primal problem (P)

and the dual problem (DW ).

Proposition 4.2. (Weak duality) Let x ∈ Ω,(u,α,λ ) ∈ ΩW . If fi, i ∈ I, and gt , t ∈ T, are ∂ MP-

convex at u, then

(i) f (x) 6� L(u,α,λ ),

(i) f (x) 6≺ L(u,α,λ ).

Proof. (i) For x ∈Ω and (u,α,λ ) ∈ΩW , we have

gt(x)≤ 0,∀t ∈ T, (4.1)
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and there exist x∗i ∈ ∂ MP fi(x̄), i ∈ I and y∗t ∈ ∂ MPgt(x̄), t ∈ T such that
m

∑
i=1

αix∗i + ∑
t∈T

λty∗t = 0. (4.2)

Suppose to contrary that

f (x)� L(u,α,λ ). (4.3)

This implies that x 6= u. If x = u, then

f (x)−L(u,α,λ ) =−

(
∑
t∈T

λtgt(x)

)
e ∈ −Rm

+ \{0},

which is impossible since gt(x) ≤ 0,∀t ∈ T. Moreover, we deduce from (4.3) and α ∈ intRm
+

and that 〈α, f (x)−L(u,α,λ )〉< 0, i.e.,

m

∑
i=1

αi( fi(x)− fi(u))−
m

∑
i=1

αi

(
∑
t∈T

λtgt(x)

)
< 0. (4.4)

Since
m
∑

i=1
αi = 1, we have

m

∑
i=1

αi( fi(x)− fi(u))−∑
t∈T

λtgt(x)< 0. (4.5)

Since fi, i ∈ I, and gt , t ∈ T, are ∂ MP-convex at u, we have

fi(x)− fi(u)≥ 〈x∗i ,x−u〉,∀x∗i ∈ ∂
MP fi(u),∀i ∈ I,

gt(x)−gt(u)≥ 〈y∗t ,x−u〉,∀y∗t ∈ ∂
MPgt(u),∀t ∈ T.

It follows from the above inequalities and (4.2) that

0 =

〈
m

∑
i=1

αix∗i + ∑
t∈T

λty∗t ,x−u

〉
≤

m

∑
i=1

αi( fi(x)− fi(u))+ ∑
t∈T

λt(gt(x)−gt(u)). (4.6)

The above inequalities and (4.1) lead to

0≤
m

∑
i=1

αi( fi(x)− fi(u))+ ∑
t∈T

λtgt(u),

which contradicts with (4.5).

(ii) Note that

( f (x)≺ L(u,α,λ )⇒ f (x)� L(u,α,λ ))

is equivalent to

( f (x) 6� L(u,α,λ )⇒ f (x) 6≺ L(u,α,λ )).
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Hence, the conclusion can be deduced from (i). This completes the proof.

Proposition 4.3. (Strong duality) Suppose that x̄ ∈ LE(P) and (RC2) and (C2) are satisfied

at x̄. Then there exist ᾱ ∈ intRm
+ with ∑

λ̄i

= 1 and λ̄ ∈ Λ(x̄) such that (x̄, ᾱ, λ̄ ) ∈ ΩW and

f (x̄) = L(x̄, ᾱ, λ̄ ). Moreover, if fi, i ∈ I, and gt , t ∈ T, are ∂ MP-convex, then (x̄, ᾱ, λ̄ ) is an

efficient solution of (DW ).

Proof. According to Proposition 3.6, there exist ᾱ ∈ intRm
+ with ∑

m
i=1 ᾱi = 1 and λ̄ ∈Λ(x̄) such

that

0 ∈
m

∑
i=1

ᾱi∂
MP fi(x̄)+ ∑

t∈T
λ̄t∂

MPgt(x̄).

Since λ̄ ∈ Λ(x̄) and x̄ ∈Ω, one has ∑
t∈T

λ̄tgt(x̄) = 0. Therefore,

f (x̄) = f (x̄)+ ∑
t∈T

λ̄tgt(x̄) = L(x̄, ᾱ, λ̄ ),

i.e., (x̄, ᾱ, λ̄ ) ∈ΩW and f (x̄) = L(x̄, ᾱ, λ̄ ). Moreover, if fi, i ∈ I, and gt , t ∈ T, are ∂ MP-convex,

by invoking Proposition 4.2, we obtain

L(x̄, ᾱ, λ̄ ) = f (x̄) 6� L(x,α,λ ),∀(x,α,λ ) ∈ΩW .

This means that (x̄, ᾱ, λ̄ ) is an efficient solution of (DW). This completes the proof.

Now we give an example to illustrate the results in Proposition 4.3.

Example 4.4. Let n = 1,T = [0,+∞) and let f : R2→ R2, gt : R2→ R be defined as follows

f1(x) = x1, f2(x) = |x1|+ |x2|,

gt(x) =−x1− t, t ∈ T.

Then, Ω = {(x1,x2) ∈ R2 | x1 ≥ 0} and for u ∈ R2,

∂
MP f1(u) = {(1,0)},= ∂

MP f2(u) = [−1,1]× [−1,1],

∂
MPgt(u) = {(−1,0)},∀t ∈ T.

Hence, the Wolfe type dual problem of (P) is

(DW ): maxL(u,α,λ ) = (u1, |u1|+ |u2|)+
(

∑
t∈T

λt(−u1 + t)
)
(1,1)

s.t. (0,0) ∈ α1(1,0)+α2[−1,1]× [−1,1]+ ∑
t∈T

λt(−1,0),

α1,α2 > 0 with α1 +α2 = 1, λ ∈ R|T |+ ,u ∈ R2.
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Let x̄ = (0,0) ∈Ω be a local efficient solution of (P). Then,

∂
MP f1(x̄) = {(1,0)},= ∂

MP f2(x̄) = [−1,1]× [−1,1],

T (x̄) = {0},
⋃

t∈T (x̄)

gt(x̄) = {(−1,0)},

Q1 = {0,0},T (Q1, x̄) = {(0,0)},

Q2 = {x ∈ R2 | x1 = 0},T (Q2, x̄) = {u ∈ R2 | u1 = 0}.

Hence, (C2) holds and

(
2⋃

i=1

∂
MP fi(x̄)

)−
∩

 ⋃
t∈T (x̄)

gt(x̄)

− = {(0,0)} ⊂
2⋂

i=1

T (Qi, x̄),

i.e., (RC2) holds. Let ᾱ = (1/2,1/2) and λ̄ : T → R+ be defined respectively by

λ̄ (t) =

1/2, if t = 0,

0, if t < 0.

Then, (x̄, ᾱ, λ̄ ) ∈ ΩW . Moreover, fi, i ∈ I, and gt , t ∈ T, are ∂ MP-convex at x̄. By employing

Proposition 4.3, we get that (x̄, ᾱ, λ̄ ) is an efficient solution of (DW ).

Proposition 4.5. (Strong duality) Suppose that x̄ ∈W (P) and (RC3) and (C3) are satisfied

at x̄. Then there exist ᾱ ∈ intRm
+ with

m
∑

i=1
ᾱi = 1 and λ̄ ∈ Λ(x̄) such that (x̄, ᾱ, λ̄ ) ∈ ΩW and

f (x̄) = L(x̄, ᾱ, λ̄ ). Moreover, if fi, i∈ I, and gt , t ∈ T, are ∂ MP-convex, then (x̄, ᾱ, λ̄ ) is a weakly

efficient solution of (DW ).

4.2. The Mond-Weir type duality

Our Mond-Weir type dual problem is

(DMW ): max f (u)

s.t. 0 ∈
m
∑

i=1
αi∂

MP fi(u)+ ∑
t∈T

λt∂
MPgt(u),

∑
t∈T

λtgt(u)≥ 0,

α ∈ intRm
+, λ ∈ R|T |+ , u ∈ Rn.
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The feasible set of (DMW ) is defined by

ΩMW := {(u,α,λ ) ∈ Rn× intRm
+×R

|T |
+ | 0 ∈

m

∑
i=1

αico∂
MP fi(u)

+ ∑
t∈T

λtco∂
MPgt(u), ∑

t∈T
λtgt(u)≥ 0}.

Proposition 4.6. (Weak duality) Let x ∈ Ω,(u,α,λ ) ∈ ΩMW . If fi, i ∈ I, and gt , t ∈ T, are

∂ MP-convex at u, then

(i) f (x) 6� L(u,α,λ ),

(i) f (x) 6≺ L(u,α,λ ).

Proof. We only need to prove (i). Since x ∈Ω and (u,α,λ ) ∈ΩMW , we have

gt(x)≤ 0,∀t ∈ T. (4.7)

There exist x∗i ∈ ∂ MP fi(x̄), i ∈ I and y∗t ∈ ∂ MPgt(x̄), t ∈ T such that
m

∑
i=1

αix∗i + ∑
t∈T

λty∗t = 0. (4.8)

∑
t∈T

λtgt(u)≥ 0. (4.9)

Assume to contrary that f (x)� f (u). Thus, 〈α, f (x)−L(u,α,λ )〉< 0. This is equivalent to
m

∑
i=1

αi( fi(x)− fi(u))< 0. (4.10)

Since fi, i ∈ I, and gt , t ∈ T, are ∂ MP-convex at u, we have

fi(x)− fi(u)≥ 〈x∗i ,x−u〉,∀x∗i ∈ ∂
MP fi(u),∀i ∈ I,

gt(x)−gt(u)≥ 〈y∗t ,x−u〉,∀y∗t ∈ ∂
MPgt(u),∀t ∈ T.

By the above inequalities, we deduce from (4.8) that

0≤
m

∑
i=1

αi〈x∗i ,x−u〉+ ∑
t∈T

λt〈y∗t x−u〉 ≤
m

∑
i=1

αi( fi(x)− fi(u))+ ∑
t∈T

λt(gt(x)−gt(u)). (4.11)

The above inequality together with (4.7) implies that

0≤
m

∑
i=1

αi( fi(x)− fi(u))+ ∑
t∈T

λtgt(u).

By combining (4.9) and (4.11), one has 0 ≤
m
∑

i=1
αi( fi(x)− fi(u)), which contradicts with with

(4.10). This completes the proof.
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Proposition 4.7. (Strong duality) Suppose that x̄ ∈ LE(P) and (RC2) and (C2) are satisfied

at x̄. Then there exist ᾱ ∈ intRm
+ with ∑

λ̄i

= 1 and λ̄ ∈ Λ(x̄) such that (x̄, ᾱ, λ̄ ) ∈ ΩMW and

f (x̄)= L(x̄, ᾱ, λ̄ ). Moreover, if fi, i∈ I, and gt , t ∈ T, are ∂ MP-convex, then (x̄, ᾱ, λ̄ ) is a efficient

solution of (DMW ).

Proof. According to Proposition 3.6, there exist ᾱ ∈ intRm
+ with ∑

m
i=1 ᾱi = 1 and λ̄ ∈Λ(x̄) such

that

0 ∈
m

∑
i=1

ᾱi∂
MP fi(x̄)+ ∑

t∈T
λ̄t∂

MPgt(x̄).

Since λ̄ ∈ Λ(x̄), λ̄tgt(x̄) = 0 for all t ∈ T , one has ∑
t∈T

λ̄tgt(x̄) = 0. Hence, (x̄, ᾱ, λ̄ ) ∈ ΩMW .

urthermore, for any (u,α,λ ) ∈ΩMW , from Proposition 4.1, we derive that

L(x̄, ᾱ, λ̄ ) = f (x̄) 6� L(x,α,λ ),∀(x,α,λ ) ∈ΩW .

So, (x̄, ᾱ, λ̄ ) is a efficient solution of (DMW ). This completes the proof.

Proposition 4.8. (Strong duality) Suppose that x̄ ∈ LWE(P) and (RC3) and (C3) are satisfied

at x̄. Then there exist ᾱ ∈ intRm
+ with ∑

λ̄i

= 1 and λ̄ ∈ Λ(x̄) such that (x̄, ᾱ, λ̄ ) ∈ ΩMW and

f (x̄) = L(x̄, ᾱ, λ̄ ). Moreover, if fi, i ∈ I, and gt , t ∈ T, are ∂ MP-convex, then (x̄, ᾱ, λ̄ ) is an

efficient solution of (DMW ).
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