SOLVABILITY OF SEMILINEAR EQUATIONS IN HILBERT SPACES
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Abstract. In this paper, we study the existence of solutions for a broad class of semilinear equations in Hilbert spaces. This is done by applying the Rothe’s fixed point theorem and a characterization of dense range linear operators in Hilbert spaces. As an application, we study the approximate controllability of a semilinear control system governed by a semilinear evolution equation, and a particular case of this is a control system given by a semilinear heat equation with interior control.
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1. INTRODUCTION

In this paper, we study the existence of solutions for the following semilinear equation

\[ \mathcal{G}w + \mathcal{H}(w) = z, \quad z \in Z, \quad w \in W, \] (1.1)

where \( W \) and \( Z \) are Hilbert spaces, \( \mathcal{G} : W \rightarrow Z \) is a bounded linear operator (\( \mathcal{G} \in L(W,Z) \)) and \( \mathcal{H} : W \rightarrow Z \) is a nonlinear function acting as a perturbation of the following linear equation

\[ \mathcal{G}w = z, \quad z \in Z, \quad w \in W. \] (1.2)

Definition 1.1. Equation (1.1) is said to be approximately solvable if, for all \( z \in Z \) and \( \varepsilon > 0 \), there exists \( w \in W \) such that

\[ \| \mathcal{G}w + \mathcal{H}(w) - z \| < \varepsilon. \]

Definition 1.2. Equation (1.1) is said to be exactly solvable if, for all \( z \in Z \), there exists \( w \in W \) such that

\[ \mathcal{G}w + \mathcal{H}(w) = z. \]
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Proposition 1.3. Equation (1.1) is exactly solvable (respectively approximately solvable) if the operator $\mathcal{G} + \mathcal{H}$ is surjective (respectively the operator $\mathcal{G} + \mathcal{H}$ has dense range).

Equation (1.1) has been studied in the case that $\text{Rang}(\mathcal{G}) = \mathcal{Z}$ and the nonlinear term $\mathcal{H}$ has relatively compact range; see [1] and the references therein.

The main results in this paper are as following.

Theorem 1.4. If $\text{Rang}(\mathcal{G}) = \mathcal{Z}$ and $\mathcal{H}$ is a compact mapping satisfying the condition
\[
\lim_{\|w\| \to \infty} \frac{\|\mathcal{H}(w)\|}{\|w\|} = 0,
\]
then equation (1.1) is approximately solvable. Moreover, for each $z \in \mathcal{Z}$, there exists a generalized sequence $\{w_\alpha : 0 \leq \alpha \leq 1\}$ in $W$ such that
\[
\lim_{\alpha \to 0^+} \{\mathcal{G}w_\alpha + \mathcal{H}(w_\alpha)\} = z,
\]
where $w_\alpha = (\alpha \mathcal{I} + \mathcal{G}\mathcal{G}^*)^{-1}(z - \mathcal{H}(w_\alpha))$, $\alpha \in (0, 1]$ and the error sequence of this approximation is given by
\[
E_\alpha z = \alpha(\alpha \mathcal{I} + \mathcal{G}\mathcal{G}^*)^{-1}(z - \mathcal{H}(w_\alpha)), \quad \alpha \in (0, 1].
\]

Theorem 1.5. If $\text{Rang}(\mathcal{G}) = \mathcal{Z}$ and $\mathcal{H}$ is a compact mapping satisfying the condition
\[
\lim_{\|w\| \to \infty} \frac{\|\mathcal{H}(w)\|}{\|w\|} = 0,
\]
then equation (1.1) is exactly solvable. Moreover, for each $z \in \mathcal{Z}$, there exists $w_z \in W$ such that
\[
\mathcal{G}w_z + \mathcal{H}(w_z) = z,
\]
where $w_z = (\mathcal{G}\mathcal{G}^*)^{-1}(z - \mathcal{H}(w_z))$.

Remark 1.6. Clearly that every sub-linear function $\mathcal{H}$ satisfies condition (1.3):
\[
|\mathcal{H}(w)| \leq a_0\|w\|^{\eta} + b_0, \quad 0 < \eta < 1.
\]

In this paper we will apply the following fixed point theorem to prove our main results.

Theorem 1.7. (Rothe’s Fixed Theorem [2, 3, 4]) Let $E$ be a Banach space. Let $B \subseteq E$ be a closed convex subset such that the zero of $E$ is contained in the interior of $B$. Let $\Phi : B \to E$ be a continuous mapping with $\Phi(B)$ relatively compact in $E$ and $\Phi(\partial B) \subset B$. Then there is a point $x^* \in B$ such that $\Phi(x^*) = x^*$.

Finally, as an application, we shall study the controllability of the following semilinear control system
\[
\begin{align*}
\dot{z} &= Az + Bu(t) + F(t, u(t)), \quad z(t) \in \mathcal{Z}, \quad u(t) \in U, \quad t \in (0, \tau], \\
z(0) &= z_0,
\end{align*}
\]
where $\mathcal{Z}$ and $U$ are Hilbert spaces, $u \in L^2(0, \tau; U)$, $B : U \to \mathcal{Z}$ is a bounded linear operator, $F : [0, \tau] \times U \to \mathcal{Z}$ is smooth function, and $A : D(A) \subset \mathcal{Z} \to \mathcal{Z}$ is an unbounded linear operator in $\mathcal{Z}$ which generates a strongly continuous compact semigroup $\{T(t)\}_{t \geq 0} \subset L(\mathcal{Z})$.

Corresponding to the semilinear system (1.4) we have the linear system
\[
\begin{align*}
\dot{z}' &= Az + Bu(t), \quad z(t) \in \mathcal{Z}, \\
z(0) &= z_0,
\end{align*}
\]
We assume the following hypotheses:
(A) The semigroup \( \{ T(t) \}_{t \geq 0} \) is compact.
(B) The linear system (1.5) is approximately controllable on \([0, \tau]\) for \(\tau > 0\).
(C) The function \( F \) is continuous and
\[
\| F(t,u) \|_Z \leq a \| u \|_Z^\eta + b, \quad u \in U \quad \text{with} \quad \frac{1}{2} \leq \eta < 1.
\] (1.6)

A particular case is the following control system governed by the semilinear heat equation
\[
\begin{aligned}
\frac{\partial z(t,x)}{\partial t} &= \Delta z(t,x) + 1_\omega u(t,x) + f(t,u(t,x)), \quad t > 0, \\
z(t,x) &= 0, \quad \text{on} \quad (0, \tau) \times \partial \Omega, \\
z(0,x) &= z_0(x), x \in \Omega,
\end{aligned}
\] (1.7)
where \( \Delta \) denotes the Laplacian operator, \( \Omega \) is a bounded domain in \( \mathbb{R}^N(N \geq 1) \), \( \omega \) is an open nonempty subset of \( \Omega \), \( 1_\omega \) denotes the characteristic function of the set \( \omega \), the distributed control \( u \) belongs to \( L_2([0, \tau]; L_2(\Omega)) \) and the nonlinear function \( f : [0, \tau] \times \mathbb{R} \to \mathbb{R} \) is smooth enough such that
\[
|f(t,u)| \leq a_0 |u|^\eta + b_0, \quad u \in \mathbb{R},
\] (1.8)
where \( \frac{1}{2} \leq \eta < 1 \).

The controllability of semilinear control evolution equations has been studied recently by Bashirov and Ghahramanlou [5], Bashirov and Ghahramanlou [6] and Bashirov et al. [7] using the new techniques that avoid fixed point theorems. The approximate controllability of semilinear evolution equation is also studied in [1, 8, 9, 10, 11, 12] recently.

2. SOLVABILITY OF LINEAR EQUATIONS

In this section, we shall characterize the solvability of the linear equation (1.2). To this end, we note that the approximate solvability of equation (1.2) is equivalent to \( \text{Rang}(\mathcal{G}) = Z \) (respectively the exact solvability is equivalent to \( \text{Rang}(\mathcal{G}) = Z \)). In this sense we shall consider the following characterizations of dense range linear operators in Hilbert spaces.

**Lemma 2.1.** [1, 13, 14] Equation (1.2) is approximately solvable on if and only if one of the following statements holds:

a) \( \text{Rang}(\mathcal{G}) = Z \),

b) \( \text{Ker}(\mathcal{G}^*) = \{0\} \),

c) \( \langle \mathcal{G}^*z, z \rangle > 0, \; z \neq 0 \; \text{in} \; Z \),

d) \( \lim_{\alpha \to 0^+} \alpha (\alpha I + \mathcal{G}^*)^{-1}z = 0 \).

**Remark 2.2.** Lemma 2.1 implies that
\[
\mathcal{G}w_\alpha = z - \alpha (\alpha I + \mathcal{G}^*)^{-1}z, \quad \forall z \in Z,
\]
where
\[
w_\alpha = \mathcal{G}^* (\alpha I + \mathcal{G}^*)^{-1}z, \quad \alpha \in (0, 1].
\]
So, \( \lim_{\alpha \to 0} \mathcal{G}u_\alpha = z \) and the error \( E_\alpha z \) of this approximation is given by
\[
E_\alpha z = \alpha (\alpha I + \mathcal{G}^*)^{-1}z, \quad \alpha \in (0, 1].
\]
Also, the family of linear operators \( \Gamma_\alpha : Z \to W \) defined by
\[
\Gamma_\alpha z = G^* (\alpha I + G G^*)^{-1} z, \quad 0 < \alpha \leq 1
\] (2.1)
is an approximate right inverse of the operator \( G \) in the sense that
\[
\lim_{\alpha \to 0} G \Gamma_\alpha = I,
\] (2.2)
in the strong topology.

**Proposition 2.3.** [1] If \( \text{Rang}(G) = Z \), then
\[
\sup_{\alpha > 0} \| \alpha (\alpha I + G G^*)^{-1} \| \leq 1.
\] (2.3)

**Lemma 2.4.** [1, 13, 14] Equation (1.2) is exactly solvable on if and only if one of the following statements holds:

a) \( \text{Rang}(G) = Z \),

b) \( \exists \gamma > 0 \) such that \( \langle G G^* z, z \rangle > \gamma \| z \|^2, z \in Z \),

c) \( G G^* \) has right inverse.

**Remark 2.5.** Lemma 2.4 implies that the linear operator \( \Gamma : Z \to W \) defined by
\[
\Gamma z = G^* (G G^*)^{-1} z,
\] (2.4)
is an right inverse of the operator \( G \) in the sense that
\[
G \Gamma = I.
\] (2.5)

### 3. Solvability of Semilinear Equations

In this section we shall prove the main results of this paper: Theorem 1.4 and Theorem 1.5, stated in the introduction of this paper. They are concerned with the solvability of semilinear equation (1.1).

**Proof of Theorem 1.4.** Motivated by Lemma 2.1 we consider for an arbitrary fixed \( z \in Z \) the following family of nonlinear operators \( \mathcal{K}^\alpha : W \to W \) defined by
\[
\mathcal{K}^\alpha (w) = G^* (\alpha I + G G^*)^{-1} (z - \mathcal{H}(w)), \quad \alpha \in (0, 1].
\]

From the hypotheses of this theorem, we have that
\[
\lim_{\|w\| \to \infty} \frac{\| \mathcal{K}^\alpha (w) \|}{\|w\|} = 0.
\] (3.1)

**Claim 1.** For all \( \alpha \in (0, 1] \), the operator \( \mathcal{K}^\alpha \) has a fixed point. In fact, for a fixed \( 0 < \rho < 1 \), there exists \( R > 0 \) big enough such that
\[
\| \mathcal{K}^\alpha (w) \| \leq \rho \|w\|, \quad \|w\| = R.
\]

Hence, if we denote by \( B(0, R) \) the ball of center zero and radius \( R > 0 \), we get that \( \mathcal{K}^\alpha (\partial B(0, R)) \subset B(0, R) \). Since \( \mathcal{K}^\alpha \) is compact and maps the sphere \( \partial B(0, R) \) into the interior of \( B(0, R) \), we can apply Rothe’s fixed point Theorem 1.7 to ensure the existence of a fixed point \( w_\alpha \in B(0, R) \subset W \) such that
\[
w_\alpha = \mathcal{K}^\alpha (w_\alpha).
\] (3.2)
Claim 2. The generalized sequence \( \{w_{\alpha}\}_{\alpha \in (0,1]} \) is bounded. In fact, for the purpose of contradiction, let us assume that \( \{w_{\alpha}\}_{\alpha \in (0,1]} \) is unbounded. Then, there exists a subsequence \( \{w_{\alpha_n}\}_{n \geq 1} \subset \{w_{\alpha}\}_{\alpha \in (0,1]} \) such that

\[
\lim_{n \to \infty} \|w_{\alpha_n}\| = \infty.
\]

On the other hand, from (3.1) we know, for all \( \alpha \in (0,1] \), that

\[
\lim_{n \to \infty} \frac{\|\mathcal{H}^\alpha(w_{\alpha_n})\|}{\|w_{\alpha_n}\|} = 0.
\]

Particularly, we have the following situation:

\[
\begin{array}{cccc}
\|\mathcal{H}^\alpha_1(u_{\alpha_1})\|/\|u_{\alpha_1}\| & \|\mathcal{H}^\alpha_1(u_{\alpha_2})\|/\|u_{\alpha_2}\| & \|\mathcal{H}^\alpha_1(u_{\alpha_3})\|/\|u_{\alpha_3}\| & \cdots & \|\mathcal{H}^\alpha_1(u_{\alpha_n})\|/\|u_{\alpha_n}\| \\
\|\mathcal{H}^\alpha_2(u_{\alpha_1})\|/\|u_{\alpha_1}\| & \|\mathcal{H}^\alpha_2(u_{\alpha_2})\|/\|u_{\alpha_2}\| & \|\mathcal{H}^\alpha_2(u_{\alpha_3})\|/\|u_{\alpha_3}\| & \cdots & \|\mathcal{H}^\alpha_2(u_{\alpha_n})\|/\|u_{\alpha_n}\| \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\|\mathcal{H}^\alpha_n(u_{\alpha_1})\|/\|u_{\alpha_1}\| & \|\mathcal{H}^\alpha_n(u_{\alpha_2})\|/\|u_{\alpha_2}\| & \|\mathcal{H}^\alpha_n(u_{\alpha_3})\|/\|u_{\alpha_3}\| & \cdots & \|\mathcal{H}^\alpha_n(u_{\alpha_n})\|/\|u_{\alpha_n}\|
\end{array}
\to 0,
\]

Now, applying Cantor’s diagonalization process, we obtain that

\[
\lim_{n \to \infty} \frac{\|\mathcal{H}^{\alpha_n}(w_{\alpha_n})\|}{\|w_{\alpha_n}\|} = 0.
\]

From (3.2), we arrive at

\[
\frac{\|\mathcal{H}^{\alpha_n}(w_{\alpha_n})\|}{\|w_{\alpha_n}\|} = 1,
\]

which is a evident contradiction. Then, the claim 2 is true and there exists \( \gamma > 0 \) such that

\[
\|w_{\alpha}\| \leq \gamma, \quad (0 < \alpha \leq 1).
\]

Without loss of generality, we can assume that the generalized sequence \( \mathcal{H}(w_{\alpha}) \) converges to \( y \in Z \). If

\[
w_{\alpha} = \Gamma_{\alpha}(z - \mathcal{H}(w_{\alpha})) = \mathcal{G}^\ast(\alpha I + \mathcal{G}^\ast)^{-1}(z - \mathcal{H}(w_{\alpha})),
\]

then

\[
\mathcal{G}w_{\alpha} = \mathcal{G}\Gamma_{\alpha}(z - \mathcal{H}(w_{\alpha})) = \mathcal{G}^\ast(\alpha I + \mathcal{G}^\ast)^{-1}(z - \mathcal{H}(w_{\alpha})) = (\alpha I + \mathcal{G}^\ast - \alpha I)(\alpha I + \mathcal{G}^\ast)^{-1}(z - \mathcal{H}(w_{\alpha})) = z - \mathcal{H}(w_{\alpha}) - \alpha(\alpha I + \mathcal{G}^\ast)^{-1}(z - \mathcal{H}(w_{\alpha})).
\]

Hence,

\[
\mathcal{G}u_{\alpha} + \mathcal{H}(w_{\alpha}) = z - \alpha(\alpha I + \mathcal{G}^\ast)^{-1}(z - \mathcal{H}(w_{\alpha})).
\]

To conclude the proof of this Theorem, it enough to prove that

\[
\lim_{\alpha \to 0} \{-\alpha(\alpha I + \mathcal{G}^\ast)^{-1}\}(z - \mathcal{H}(w_{\alpha})) = 0.
\]
From Lemma 2.1 d), we get that
\[
\lim_{\alpha \to 0} \{ \alpha (\alpha I + GG^*)^{-1}(z - H(w_\alpha)) \} = \lim_{\alpha \to 0} \alpha (\alpha I + GG^*)^{-1}y + \lim_{\alpha \to 0} \alpha (\alpha I + GG^*)^{-1}(H(w_\alpha) - y) = \lim_{\alpha \to 0} -\alpha (\alpha I + GG^*)^{-1}(H(w_\alpha) - y).
\]

On the other hand, we get from Proposition 2.3 that
\[
\| \alpha (\alpha I + GG^*)^{-1}(H(w_\alpha) - y) \| \leq \| H(w_\alpha) - y \|.
\]

Since \( H(w_\alpha) \) converges to \( y \), we get that
\[
\lim_{\alpha \to 0} \{ -\alpha (\alpha I + GG^*)^{-1}(H(w_\alpha) - y) \} = 0.
\]

Consequently,
\[
\lim_{\alpha \to 0} \{ -\alpha (\alpha I + GG^*)^{-1}H(w_\alpha) \} = 0.
\]

It follows that
\[
\lim_{\alpha \to 0} \{ Gw_\alpha + H(w_\alpha) \} = z.
\]

This completes the proof.

**Proof of Theorem 1.5.** Since \( \text{Rang}(G) = Z \), we shall apply Lemma 2.4 part c) and define for fixed \( z \in Z \) the operator
\[
\mathcal{H}(w) = G^*(G^*)^{-1}(z - \mathcal{H}(w)), \quad w \in W.
\]

Clearly that \( \mathcal{H} \) is a compact mapping and satisfies
\[
\lim_{\|w\| \to \infty} \frac{\| \mathcal{H}(w) \|}{\|w\|} = 0. \tag{3.3}
\]

Proceeding as in the second claim of the foregoing theorem we get the existence of \( w_z \in W \) such that
\[
w_z = \Gamma(z - \mathcal{H}(w_z)) = G^*(G^*)^{-1}(z - \mathcal{H}(w_z)).
\]

Then
\[
Gw_z = z - \mathcal{H}(w_z) \iff Gw_z + \mathcal{H}(w_z) = z.
\]

This completes the proof.

From the Banach Fixed Point Theorem, it is easy to prove the following theorem that will be used to prove the next result of this paper.

**Theorem 3.1.** Let \( H : W \to W \) be a Lipschitz function with a Lipschitz constant \( h < 1 \) and consider \( F(w) = w + H(w) \). Then \( F \) is an homeomorphism whose inverse is a Lipschitz function with a Lipschitz constant \( (1 - h)^{-1} \).

**Theorem 3.2.** If \( \text{Rang}(G) = Z \) and the following condition holds
\[
\| \mathcal{H}(w_2) - \mathcal{H}(w_1) \| \leq L\|w_2 - w_1\|, \quad w_1, w_2 \in W,
\]

and \( G^*(G^*)^{-1} \|L < \rho < 1 \), then equation (1.1) is exactly solvable and a solution. The solution is given by
\[
w_z = G^*(G^*)^{-1}(I + \mathcal{H} \circ \Gamma)^{-1}(z),
\]

where \( \Gamma = G^*(G^*)^{-1} \).
Proposition 4.3. The linear system (1.5) is approximately controllable on whose inverse is a Lipschitz function with a Lipschitz constant where \( \| \Gamma \| L < \rho < 1 \). From Theorem 3.1, we find that \( F \circ \Gamma = I + \mathcal{H} \circ \Gamma \) is a homeomorphism Lipschitzian whose inverse is a Lipschitz function with a Lipschitz constant \( \frac{1}{1-L} \). It follows that

\[
F \circ (\Gamma \circ (I + \mathcal{H} \circ \Gamma)^{-1}) = I.
\]

Hence, \( w_z = (\Gamma \circ (I + \mathcal{H} \circ \Gamma)^{-1})(z) \) is an exact solution of (1.1). In fact,

\[
\mathcal{G}w_z = (I + \mathcal{H} \circ \Gamma)^{-1}(z) \iff (I + \mathcal{H} \circ \Gamma)\mathcal{G}w_z = z \iff \mathcal{G}w_z + \mathcal{H}(\Gamma \mathcal{G}w_z) = z.
\]

So, \( \mathcal{G}w_z + \mathcal{H}(w_z) = z \). The proof is completed.

\[\square\]

4. AN APPLICATION TO SEMILINEAR CONTROL SYSTEMS

In this section, we shall prove the approximate controllability of semilinear control system (1.4). To this end, for all \( z_0 \) and \( u \in L^2(0, \tau; U) \), the initial value problem

\[
\begin{aligned}
\begin{cases}
\dot{z} = Az + Bu + F(t, u(t)), & z \in Z, \quad u \in U, \quad t \geq 0, \\
z(0) = z_0,
\end{cases}
\end{aligned}
\] (4.1)

admits only one mild solution \( z \) given by

\[
\begin{aligned}
z(t) &= T(t)z_0 + \int_0^t T(t-s)Bu(s)ds \\
&\quad + \int_0^t T(t-s)F(s, u(s))ds.
\end{aligned}
\] (4.2)

(4.3)

Definition 4.1. (Approximate Controllability) The system (1.4) is said to be approximately controllable on \([0, \tau]\) if for every \( z_0 \in Z \), \( z^* \in Z \), \( \varepsilon > 0 \) there exists \( u \in L^2(0, \tau; U) \) such that solution \( z(t) \) of (1.1) corresponding to \( u \) satisfies:

\[
\|z(\tau) - z^*\|_Z < \varepsilon.
\]

Definition 4.2. For systems (1.4) and (1.5), we define the following operators. The controllability maps \( G, G_F : L^2(0, \tau; U) \rightarrow Z \) defined by

\[
G u = \int_0^\tau T(\tau-s)Bu(s)ds, \quad u \in L^2(0, \tau; U),
\] (4.4)

\[
G_F u = \int_0^\tau T(\tau-s)Bu(s)ds + \int_0^\tau T(\tau-s)F(s, u(s))ds = Gu + H(u), \quad u \in L^2(0, \tau; U),
\] (4.5)

where

\[
H(u) = \int_0^\tau T(\tau-s)F(s, u(s))ds.
\] (4.6)

Proposition 4.3. The linear system (1.5) is approximately controllable on \([0, \tau]\) if and only if \( \text{Range}(G) = Z \).

Proposition 4.4. The semilinear system (1.4) is approximately controllable on \([0, \tau]\) if and only if \( \text{Range}(G_F) = Z \).
Proposition 4.5. Let \((X, \Sigma, \mu)\) be a measure space with \(\mu(X) < \infty\) and \(1 \leq q < r < \infty\). Then \(L_r(\mu) \subset L_q(\mu)\) and
\[
\|f\|_q \leq \frac{\mu(X)^{\frac{r-q}{r}}}{\mu(X)^{\frac{1}{r}}} \|f\|_r, \quad f \in L_r(\mu). \tag{4.7}
\]

Proof. The proof of this proposition follows from Theorem I.V.6 from [15] by putting \(p = \frac{r}{q} > 1\) and considering the relation
\[
\int_X (|f|^q)^{\frac{r}{q}}d\mu = \int_X |f|^r d\mu, \quad \forall f \in L_r(\mu).
\]

Theorem 4.6. Under conditions (A) and (C), the semilinear system (1.4) is approximately controllable on \([0, \tau]\).

Proof. Since we assume that system (1.5) is approximately controllable on \([0, \tau]\), the operator \(G\) satisfies all the statements from Lemma 2.1. On the other hand, since the semigroup is compact and the map \(H\) given by (4.6) is compact, we have the following estimate:
\[
\|H(u)\| \leq \int_0^\tau \|T(\tau - s)F(s, u(s))\| ds \leq M \int_0^\tau (a\|u(s)\|^\eta + b)ds \leq \tilde{a} \int_0^\tau \|u(s)\|^{\eta} ds + \tilde{b}.
\]
Applying Holder inequality yields that
\[
\|H(u)\| \leq \tilde{a} \sqrt{\tau} \left( \int_0^\tau \|u(s)\|^2 \eta ds \right)^{\frac{1}{2}} + \tilde{b} = \tilde{a} \sqrt{\tau} \|u\|_{2\eta} + \tilde{b}.
\]
Since \(\frac{1}{2} \leq \eta < 1\), we find that \(1 \leq 2\eta < 2\). From proposition 4.5, we get that
\[
L_2(0, \tau; U) \subset L_{2\eta}(0, \tau; U) \quad \text{and} \quad \|u\|_{2\eta} \leq K\|u\|_2, \quad u \in L_2(0, \tau; U).
\]
Therefore,
\[
\|H(u)\| \leq \tilde{a} \sqrt{\tau} K\|u\|_2^{\eta} + \tilde{b},
\]
and
\[
\lim_{\|u\| \to \infty} \frac{\|H(u)\|}{\|u\|_2} = 0.
\]
Using Theorem 1.4, we conclude the proof immediately.
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