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#### Abstract

In this paper, using the concept of the Bregman distance, we propose a Bregman extragradient method for finding a common solution of a finite family of pseudomonotone equilibrium problems and the common fixed point problem of a finite family of Bregman relatively nonexpansive mappings. We introduce a generalized step size such that the algorithm does not require a prior knowledge of the operator norm. A strong convergence theorem was proved in the setting of reflexive Banach spaces and applied to variational inequality problems. Furthermore, we present some numerical examples to illustrate the consistency and accuracy of our algorithm and also to compare with the results in the literature.
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## 1. Introduction

Let $E$ be a real reflexive Banach space, and let $C \subset E$ be a nonempty, closed, and convex subset. Recall the equilibrium problem $(E P)$ for a bifunction $G: C \times C \rightarrow \mathbb{R}$ as follows:

$$
\begin{equation*}
\text { Find } x^{*} \in C \text { such that } G\left(x^{*}, y\right) \geq 0, \forall y \in C \text {. } \tag{1.1}
\end{equation*}
$$

We denote the set of solutions of problem (1.1) by $E P(G)$.
In 1994, Blum and Oettli [4] revisited the $E P$, which is a fundamental concept and an important mathematical tool for solving many concrete problems. The $E P$ can be considered as a general model and covers numerous fascinating and complicated problems in nonlinear analysis, such as fixed point problems, variational inequalities, and Nash equilibrium problems; see, e.g., [4, 16]. It is known that several problems arising in mathematics, economics, physics, computer science, and management science, can be modeled as an $E P$, and many fixed point methods have been investigated for the $E P$; see, e.g., $[5,9,12,15,25]$ for details.

Let $T: C \rightarrow C$ be an operator. A point $x \in C$ is called a fixed point of $T$ if $T x=x$. We denote the set of fixed points of $T$ by $F(T)$ from now on. The fixed point problem and its applications

[^0]are great importance. Indeed, fixed point methods have been employed in many fields, such as, signal processing, image recovery, intelligent transportation systems, machine learning and so on.

In 2006, Tada and Takahashi [22] proposed the following algorithm for finding a common solution of the monotone equilibrium problem and the fixed point problem of a nonexpansive mapping in Hilbert spaces:

$$
\left\{\begin{array}{l}
x_{0} \in C_{0}=Q_{0}=C  \tag{1.2}\\
z_{n} \in C \text { such that } G\left(z_{n}, y\right)+\frac{1}{\lambda_{n}}\left\langle y-z_{n}, z_{n}-x_{n}\right\rangle \geq 0, \forall y \in C \\
w_{n}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) T z_{n}, \\
C_{n}=\left\{v \in C:\left\|w_{n}-v\right\| \leq\left\|x_{n}-v\right\| \|\right. \\
Q_{n}=\left\{v \in C:\left\langle x_{0}-x_{n}, v-x_{n}\right\rangle \leq 0\right\} \\
x_{n+1}=\prod_{C_{n} \cap Q_{n}} x_{0}
\end{array}\right.
$$

At each step for determining the intermediate approximation $z_{n}$, one needs to solve a strongly monotone regularized equilibrium problem:

$$
\begin{equation*}
\text { Find } z_{n} \in C \text { such that } G\left(z_{n}, y\right)+\frac{1}{\lambda_{n}}\left\langle y-z_{n}, z_{n}-x_{n}\right\rangle \geq 0, \forall y \in C \tag{1.3}
\end{equation*}
$$

If $G$ is only pseudomonotone, then subproblem (1.3) is not necessarily strongly monotone, even not pseudomonotone. In this case, algorithm (1.2) cannot be applied using the monotonicity of the subproblem. To overcome this difficulty, Ahn [2] proposed the following hybrid extragradient method for finding the common solutions of the pseudomonotone equilibrium problem and the fixed point problem of nonexpansive mappings. Indeed, he considered the following algorithm for finding a solution in $E P(G) \cap F(T)$ and established a strong convergence theorem of common solutions:

$$
\left\{\begin{array}{l}
x_{0} \in C, \\
y_{n}=\arg \min \left\{\lambda_{n} G\left(x_{n}, y\right)+\frac{1}{2}\left\|x_{n}-y\right\|^{2}: y \in C\right\}, \\
t_{n}=\arg \min \left\{\lambda_{n} G\left(y_{n}, y\right)+\frac{1}{2}\left\|x_{n}-y\right\|^{2}: y \in C\right\}, \\
z_{n}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) T t_{n}, \\
C_{n}=\left\{v \in C:\left\|z_{n}-v\right\| \leq\left\|x_{n}-v\right\|\right\}, \\
Q_{n}=\left\{v \in C:\left\langle x_{0}-x_{n}, v-x_{n}\right\rangle \leq 0\right\}, \\
x_{n+1}=\prod_{C_{n} \cap Q_{n}} x_{0} .
\end{array}\right.
$$

The resolvent of the bifunction $G$ with respect to the Legendre function $f$ is the operator $\operatorname{Res}_{G}^{f}$ : $E \rightarrow 2^{C}$ defined by $\operatorname{Res}_{G}^{f}=\{z \in C: G(z, y)+\langle\nabla f(z)-\nabla f(x), y-z\rangle \geq 0, \forall y \in C\}$.

In 1967, Bregman [6] introduced an elegant and effective technique based on a new distance, which is known as the Bregman distance function (defined in Definition 2.2). Recently, many new methods were introduced in the sense of the Bregman distance. In 2013, Agarwal et al. [1] proposed the following algorithm for finding the common solution of the monotone equilibrium problem and the fixed point problem of a weak Bregman relatively nonexpansive mapping in
reflexive Banach spaces:

$$
\left\{\begin{array}{l}
x_{0} \in C, \\
z_{n}=\nabla f^{*}\left(\beta_{n} \nabla f\left(\operatorname{Tx}_{n}\right)+\left(1-\beta_{n}\right) \nabla f\left(x_{n}\right)\right), \\
y_{n}=\nabla f^{*}\left(\alpha_{n} \nabla f\left(x_{0}\right)+\left(1-\alpha_{n}\right) \nabla f\left(z_{n}\right)\right), \\
u_{n}=\operatorname{Res}_{G}^{f}\left(y_{n}\right), \\
C_{n}=\left\{v \in C_{n-1} \cap Q_{n-1}: D_{f}\left(z, u_{n}\right) \leq \alpha_{n} D_{f}\left(z, x_{0}\right)+\left(1-\alpha_{n}\right) D_{f}\left(z, x_{n}\right)\right\}, \\
Q_{n}=\left\{v \in C_{n-1} \cap Q_{n-1}:\left\langle\nabla f\left(x_{0}\right)-\nabla f\left(x_{n}\right), v-x_{n}\right\rangle \leq 0\right\}, \\
x_{n+1}=\operatorname{proj}_{C_{n} \cap Q_{n}}^{f} x_{0} .
\end{array}\right.
$$

Under suitable conditions, they proved that the sequence $\left\{x_{n}\right\}$ converges strongly to $x^{*}=$ $\operatorname{proj}_{E P(G) \cap F(T)}^{f} x_{0}$.

In 2018, Eskandani et al. [11] proposed a new iterative process for solving the common element of the set of solutions of pseudomonotone equilibrium problems and the set of common fixed points of finite family of multi-valued Bregman relatively nonexpansive mappings via a Bregman hybrid extragradient method in the setting of reflexive Banach spaces. They introduced the Bregman Lipschitz-type condition for a pseudomonotone bifunction and provided the stepsize condition: $\left\{\lambda_{n}\right\} \subset[a, b] \subset(0, p)$, where $p=\min \left\{\frac{1}{c_{1}}, \frac{1}{c_{2}}\right\}$ is satisfied, where $c_{1}=\max _{1 \leq i \leq N}\left\{c_{i, 1}\right\}$, and $c_{2}=\max _{1 \leq i \leq N}\left\{c_{i, 2}\right\}$, and $c_{i, 1}$ and $c_{i, 2}$ are the Bregman Lipschitz constants of $G_{i}$ for $i=1,2, \ldots, N$. Moreover, they proved the strong convergence theorem for the sequence $\left\{x_{n}\right\}$ generated by the following algorithm:

$$
\left\{\begin{array}{l}
x_{0} \in C,  \tag{1.4}\\
w_{n}^{i}=\arg \min \left\{\lambda_{n} G_{i}\left(x_{n}, y\right)+D_{f}\left(y, x_{n}\right), y \in C\right\}, i=1,2, \ldots, N, \\
z_{n}^{i}=\arg \min \left\{\lambda_{n} G_{i}\left(w_{n}^{i}, y\right)+D_{f}\left(y, x_{n}\right), y \in C\right\}, i=1,2, \ldots, N, \\
i_{n} \in \arg \max \left\{D_{f}\left(z_{n}^{i}, x_{n}\right): i=1,2, \ldots, N\right\}, \operatorname{set} \bar{z}_{n}:=z_{n}^{i_{n}}, \\
y_{n}=\nabla f^{*}\left(\beta_{n, 0} \nabla f\left(\bar{z}_{n}\right)+\sum_{r=1}^{M} \beta_{n, r} \nabla f\left(z_{n, r}\right)\right), z_{n, r} \in T_{r}\left(\bar{z}_{n}\right), \\
x_{n+1}=\operatorname{proj}_{C}^{f}\left(\nabla f^{*}\left(\alpha_{n} \nabla f\left(u_{n}\right)+\left(1-\alpha_{n}\right) \nabla f\left(y_{n}\right)\right)\right) .
\end{array}\right.
$$

Recently, Taiwo et al. [23] proposed the following parallel hybrid extragradient algorithm for approximating the common solution of pseudomonotone equilibrium problems and the split common fixed point problems of Bregman weak relatively nonexpansive mappings by using the concept of the Bregman $W$-mapping. They proved the strong convergence of the sequence $\left\{x_{n}\right\}$ generated by the following algorithm in p-uniformly convex and uniformly smooth Banach spaces:

$$
\left\{\begin{array}{l}
x_{0} \in C_{0}=Q_{0}=C, \\
y_{n}^{j}=\arg \min \left\{\lambda_{n} G_{j}\left(x_{n}, y\right)+\Delta_{p}\left(y, x_{n}\right), y \in C\right\}, j=1,2, \ldots, M, \\
z_{n}^{j}=\arg \min \left\{\lambda_{n} G_{j}\left(y_{n}^{j}, y\right)+\Delta_{p}\left(y, x_{n}\right), y \in C\right\}, j=1,2, \ldots, M, \\
j_{n} \in \arg \max \left\{\Delta_{p}\left(z_{n}^{j}, x_{n}\right): j=1,2, \ldots, M\right\}, \text { set } \bar{z}_{n}:=z_{n}^{j_{n}}, \\
t_{n}=J_{q}^{E_{1}^{*}}\left(\beta_{n} J_{p}^{E_{1}} x_{n}+\left(1-\beta_{n}\right) J_{p}^{E_{1}} W_{n} \bar{z}_{n}\right), \\
C_{n}=\left\{v \in C: \Delta_{p}\left(t_{n}, v\right) \leq \Delta_{p}\left(x_{n}, v\right)\right\}, \\
Q_{n}=\left\{v \in C:\left\langle J_{p}^{E_{1}} x_{0}-J_{p}^{E_{1}} x_{n}, v-x_{n}\right\rangle \leq 0\right\}, \\
x_{n+1}=\prod_{C_{n} \cap Q_{n}} x_{0} .
\end{array}\right.
$$

Motivated and inspired by above results, we propose a Bregman extragradient method for finding a common solution of a finite family of pseudomonotone equilibrium problems and the common fixed point problem of a finite family of Bregman relatively nonexpansive mappings. Further, the stepsize of our algorithm is determined by a self-adaptive technique, and we prove that the sequences generated by the proposed iterative method are strongly convergent without prior estimate of the Bregman-Lipschitz constants. Moreover, we provide an application of our result to variational inequality problems and give some numerical examples to illustrate the strong convergence theorem. This paper mainly improves the works presented in [10, 11, 13, $14,23]$.

## 2. Preliminaries

In this section, we recall some definitions and basic facts that we will need in the sequel. Let $E$ be a reflexive Banach space with norm $\|\cdot\|$. We denote the dual space of $E$ by $E^{*}$. Throughout this paper, we shall assume that $f: E \rightarrow(-\infty,+\infty]$ is a proper, lower semi-continuous, and convex function. We denote by $\operatorname{dom} f:=\{x \in E: f(x)<+\infty\}$ the domain of $f$. Let $x \in$ $\operatorname{int}(\operatorname{dom} f)$, where $\operatorname{int}(\operatorname{dom} f)$ stands for the interior of the domain of $f$, and the subdifferential of $f$ at $x$ is the convex set defined by $\partial f(x)=\left\{x^{*} \in E^{*}: f(x)+\left\langle x^{*}, y-x\right\rangle \leq f(y), \forall y \in E\right\}$, where the Fenchel conjugate of $f$ is the function $f^{*}: E^{*} \rightarrow(-\infty,+\infty]$ defined by $f^{*}\left(x^{*}\right)=$ $\sup \left\{\left\langle x^{*}, x\right\rangle-f(x): x \in E\right\}$. A function $f$ on $E$ is said to be strong coercive if

$$
\lim _{\|x\| \rightarrow+\infty} \frac{f(x)}{\|x\|}=+\infty
$$

For $x \in \operatorname{int}(\operatorname{dom} f)$ and $y \in E$, define the directional derivative of $f$ at $x$ by

$$
\begin{equation*}
f^{0}(x, y):=\lim _{t \rightarrow 0^{+}} \frac{f(x+t y)-f(x)}{t} \tag{2.1}
\end{equation*}
$$

If the limit as $t \rightarrow 0^{+}$in (2.1) exists for each $y$, then the function $f$ is said to be Gâteaux differentiable at $x$. In this case, the gradient of $f$ at $x$ is the linear function $\nabla f(x)$, which is defined by $\langle\nabla f(x), y\rangle:=f^{0}(x, y)$ for all $y \in E$. The function $f$ is said to be Gâteaux differentiable if it is Gâteaux differentiable at each $x \in \operatorname{int}(\operatorname{dom} f)$. When the limit as $t \rightarrow 0$ in (2.1) is attained uniformly for any $y \in E$ with $\|y\|=1$, we say that $f$ is Fréchet differentiable at $x$. Finally, $f$ is said to be uniformly Fréchet differentiable on a subset $C$ of $E$ if the limit is attained uniformly for $x \in C$ and $\|y\|=1$. In this paper, we will take $f: E \rightarrow(-\infty,+\infty]$ to be an admissible function, that is, a proper, lower semi-continuous convex, and Gâteaux differentiable function. Under these conditions, we know that $f$ is continuous in $\operatorname{int}(\operatorname{dom} f)$; see, e.g., [3] and the references therein. The Legendre function $f$ is defined from a general Banach space $E$ into $(-\infty,+\infty]$; see, e.g., [3]. It is known that, in reflexive spaces, $f$ is the Legendre function if and only if it satisfies the following conditions:
$\left(L_{1}\right) \operatorname{int}(\operatorname{dom} f) \neq \emptyset, f$ is Gâteaux differentiable on $\operatorname{int}(\operatorname{dom} f)$ and $\operatorname{dom} \nabla f=\operatorname{int}(\operatorname{dom} f)$;
$\left(L_{2}\right) \operatorname{int}\left(\operatorname{dom} f^{*}\right) \neq \emptyset, f^{*}$ is Gâteaux differentiable on $\operatorname{int}\left(\operatorname{dom} f^{*}\right)$ and $\operatorname{dom} \nabla f^{*}=\operatorname{int}\left(\operatorname{dom} f^{*}\right)$.
Remark 2.1. [3] If $E$ is a reflexive Banach space, and $f: E \rightarrow(-\infty,+\infty]$ is the Legendre function, then all of the following conditions are true:
(a) $f$ is the Legendre function if and only if $f^{*}$ is the Legendre function;
(b) $(\partial f)^{-1}=\partial f^{*}$;
(c) $\nabla f=\left(\nabla f^{*}\right)^{-1}, \operatorname{ran} \nabla f=\operatorname{dom} \nabla f^{*}=\operatorname{int}\left(\operatorname{dom} f^{*}\right)$ and $\operatorname{ran} \nabla f^{*}=\operatorname{dom} \nabla f=\operatorname{int}(\operatorname{dom} f)$;
(d) the functions $f$ and $f^{*}$ are strictly convex on the interior of respective domains.

The examples of Legendre functions were given in [3]. In the rest of this paper, we always assume that $f: E \rightarrow(-\infty,+\infty]$ is the Legendre function.

Definition 2.2. [6] Let $f: E \rightarrow(-\infty,+\infty]$ be a Gâteaux differentiable and convex function. The Bregman distance with respect to $f$ is the bifunction $D_{f}: \operatorname{dom} f \times \operatorname{int}(\operatorname{dom} f) \longrightarrow[0,+\infty)$ defined by $D_{f}(y, x):=f(y)-f(x)-\langle\nabla f(x), y-x\rangle$.

It is obvious from the definition of $D_{f}$ that

$$
D_{f}(x, y)+D_{f}(y, z)-D_{f}(x, z)=\langle\nabla f(z)-\nabla f(y), x-y\rangle,
$$

the three point identity
Definition 2.3. [6] Let $C$ be a nonempty, closed, and convex subset of $\operatorname{int}(\operatorname{dom} f)$, and let $f$ : $E \rightarrow(-\infty,+\infty]$ be a Gâteaux differentiable and convex function. The Bregman projection with respect to $f$ of $x \in \operatorname{int}(\operatorname{dom} f)$ onto $C$ is defined as the necessarily unique vector $\operatorname{pro}_{C}^{f}(x) \in C$, which satisfies $D_{f}\left(\operatorname{proj}_{C}^{f}(x), x\right)=\inf \left\{D_{f}(y, x): y \in C\right\}$.

Definition 2.4. [7] Let $f: E \rightarrow(-\infty,+\infty]$ be a Gâteaux differentiable and convex function, and let $v_{f}: \operatorname{int}(\operatorname{dom} f) \times[0,+\infty) \longrightarrow[0,+\infty)$, be the modulus of total convexity of the function $f$ at $x$ defined by $v_{f}(x, t):=\inf \left\{D_{f}(y, x): y \in \operatorname{dom} f,\|y-x\|=t\right\}$. Then function $f$ is said to be
(a) totally convex at a point $x \in \operatorname{int}(\operatorname{dom} f)$ if the modulus of the total convexity of function $f$ at $x$ is positive, that is, $v_{f}(x, t)>0$ whenever $t>0$;
(b) totally convex if it is totally convex at every point $x \in \operatorname{int}(\operatorname{dom} f)$. Let $B$ be a nonempty bounded subset of $E$, and define the modulus of total convexity of the function $f$ on the set $B$ by $v_{f}(B, t):=\inf \left\{v_{f}(x, t): x \in B \cap \operatorname{dom} f\right\}$;
(c) totally convex on bounded sets if the modulus of the total convexity of function $f$ on set $B$ is positive, $v_{f}(B, t)>0$ for any nonempty bounded subset $B$ of $E$ and $t>0$.

Let $C$ be a nonempty, closed, and convex subset of $E$. Let $f: E \rightarrow(-\infty,+\infty]$ be a Gâteaux differentiable and totally convex function on $\operatorname{int}(\operatorname{dom} f)$ and $x \in E$. It is known from [8] that $z=\operatorname{proj}_{C}^{f}(x)$ if and only if

$$
\begin{equation*}
\langle\nabla f(x)-\nabla f(z), z-y\rangle \geq 0, \quad \forall y \in C \tag{2.2}
\end{equation*}
$$

We also have

$$
D_{f}(y, z)+D_{f}(z, x) \leq D_{f}(y, x), \quad \forall x \in E, y \in C
$$

Lemma 2.5. [17] Let $E$ be a Banach space, and $f: E \rightarrow \mathbb{R}$ be a Gâteaux differentiable and totally convex function which is uniformly convex on bounded subsets of $E$. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be bounded sequences in $E$. Then $\lim _{n \rightarrow \infty} D_{f}\left(x_{n}, y_{n}\right)=0$ if and only if $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$.
Lemma 2.6. Let $E$ be a reflexive Banach space. Let $f: E \rightarrow \mathbb{R}$ be a strong coercive function, and let $V_{f}: E \times E^{*} \longrightarrow[0,+\infty)$ be defined by $V_{f}\left(x, x^{*}\right)=f(x)-\left\langle x, x^{*}\right\rangle+f^{*}\left(x^{*}\right), \forall x \in E, x^{*} \in E^{*}$. Then the following assertions hold:
(1) $V_{f}\left(x, x^{*}\right)=D_{f}\left(x, \nabla f\left(x^{*}\right)\right), \forall x \in E, x^{*} \in E^{*}$;
(2) $V_{f}\left(x, x^{*}\right)+\left\langle y^{*}, \nabla f^{*}\left(x^{*}\right)-x\right\rangle \leq V_{f}\left(x, x^{*}+y^{*}\right), \forall x \in E, x^{*}, y^{*} \in E^{*}$.

Lemma 2.7. [17] Let $E$ be a Banach space. Let $t>0$ be a constant and $f: E \rightarrow \mathbb{R}$ be a uniformly convex function on bounded subsets of $E$. Then

$$
f\left(\sum_{k=0}^{n} \alpha_{k} x_{k}\right) \leq \sum_{k=0}^{n} \alpha_{k} f\left(x_{k}\right)-\alpha_{i} \alpha_{j} \rho_{r}\left(\left\|x_{i}-x_{j}\right\|\right)
$$

for all $i, j \in(0,1,2, \ldots, n), x_{k} \in r B, \alpha_{k} \in(0,1)$ and $k=0,1,2, \ldots, n$ with $\sum_{k=0}^{n} \alpha_{k}=1$, where $\rho_{r}$ is the gauge of uniformly convexity of $f$.
Lemma 2.8. [18] Let $f: E \rightarrow(-\infty,+\infty$ ] be a proper, lower semicontinuous, and convex function. Then $f^{*}: E^{*} \rightarrow(-\infty,+\infty]$ is proper weak ${ }^{*}$ lower semicontinuous and convex. Hence, $V_{f}$ is convex in the second variable. Thus, for all $z \in E$,

$$
D_{f}\left(z, \nabla f^{*}\left(\sum_{i=1}^{N} t_{i} \nabla f\left(x_{i}\right)\right)\right) \leq \sum_{i=1}^{N} t_{i} D_{f}\left(z, x_{i}\right)
$$

where $\left\{x_{i}\right\}_{i=1}^{N} \subset E$ and $\left\{t_{i}\right\}_{i=1}^{N} \subset(0,1)$ with $\sum_{i=1}^{N} t_{i}=1$.
Lemma 2.9. [19] Let $f: E \rightarrow \mathbb{R}$ be a totally convex function. If $x_{0} \in E$ and the sequence $\left\{D_{f}\left(x_{0}, x_{n}\right)\right\}$ is bounded, then $\left\{x_{n}\right\}$ is bounded.

Let $C$ be a convex subset of $\operatorname{int}(\operatorname{dom} f)$, and let $T$ be a self-mapping of $C$. A point $p$ in $C$ is said to be an asymptotic fixed point of $T$ if there exists a sequence $\left\{x_{n}\right\}$ in $C$ that it converges weakly to $p$ and $\lim _{n \rightarrow \infty}\left\|x_{n}-T x_{n}\right\|=0$. The set of asymptotic fixed points of $T$ is denoted by $\hat{F}(T)$.
Definition 2.10. Let $C$ be a nonempty, closed, and convex subset of $E$. A mapping $T: C \rightarrow C$ is said to be
(i) Bregman firmly nonexpansive (BFNE) if

$$
\langle\nabla f(T x)-\nabla f(T y), T x-T y\rangle \leq\langle\nabla f(x)-\nabla f(y), T x-T y\rangle, \forall x, y \in C
$$

(ii) Bregman relatively nonexpansive if $\hat{F}(T)=F(T) \neq \emptyset$ and

$$
D_{f}(p, T x) \leq D_{f}(p, x), \forall x \in C, p \in F(T)
$$

Next, $C B(C)$ is used to denote the family of nonempty closed bounded subsets of $C$.
Lemma 2.11. ([20]) Let $E$ be a reflexive Banach space, and let $f: E \rightarrow \mathbb{R}$ be uniformly Fréchet differentiable and totally convex on bounded subsets of $E$. Let $C$ be a nonempty, closed, and convex subset of $\operatorname{int}(\operatorname{domf})$, and let $T: C \rightarrow C B(C)$ be a Bregman relatively nonexpansive mapping. Then $F(T)$ is closed and convex.
Lemma 2.12. [19] Let $f: E \rightarrow(-\infty,+\infty]$ be a Gâteaux differentiable and totally convex function. Let $x_{0}$ be an element in $E$, and let $C$ be a nonempty, closed, and convex subset of $E$. Let $\left\{x_{n}\right\}$ be a bounded sequence and the weak limits of any subsequence of a sequence $\left\{x_{n}\right\}$ belong to $C \subset E$. If $D_{f}\left(x_{n}, x_{0}\right) \leq D_{f}\left(\operatorname{proj}_{C}^{f}\left(x_{0}\right), x_{0}\right)$ for any $n \in \mathbb{N}$, then $\left\{x_{n}\right\}$ converges strongly to $\operatorname{proj}_{C}^{f}\left(x_{0}\right)$.
Lemma 2.13. [24] Let $C$ be a nonempty convex subset of $E$, and let $f: C \rightarrow \mathbb{R}$ be a convex and subdifferentiable function on $C$. Then, $f$ attains its minimum at $x \in C$ if and only if $0 \in$ $\partial f(x)+N_{C}(x)$, where $N_{C}(x)$ is the normal cone of $C$ at $x$, that is,

$$
N_{C}(x):=\left\{x^{*} \in E^{*}:\left\langle x-z, x^{*}\right\rangle \geq 0, \forall z \in C\right\}
$$

Lemma 2.14. [11] Let $f: E \rightarrow \mathbb{R}$ be a convex strong coercive lower semicontinuous Gâteaux differentiable and cofinite function. Let $G: C \times C \rightarrow(-\infty,+\infty]$ be a function such that $G(x, \cdot)$ is proper convex and lower semicontinuous on $C$ for every fixed $x \in C$. Then, for every $\lambda \in(0, \infty)$ and $x \in C$, there exists $z \in C$ such that $z \in \arg \min \left\{\lambda G(x, y)+D_{f}(y, x): y \in C\right\}$. Furthermore, if $f$ is strictly convex, then this point is unique.

Assumption 2.15. The bifunction $G: C \times C \rightarrow \mathbb{R}$ satisfies the following assumptions:
(A1) $G(x, x)=0, \forall x \in C$;
(A2) $G$ is pseudomonotone, i.e., $G(x, y) \geq 0$ and $G(y, x) \leq 0$ for all $x, y \in C$;
(A3) $G$ is a Bregman Lipschitz condition, i.e., there exist two positive constants $c_{1}, c_{2}$ such that $G(x, y)+G(y, z) \geq G(x, z)-c_{1} G(y, x)-c_{2} G(z, y), \forall x, y, z \in C ;$
(A4) $G(\cdot, y)$ is continuous on $C$ for all $y \in C$;
(A5) $G(x, \cdot)$ is convex lower semicontinuous and subdifferentiable on $C$ for every fixed $x \in C$.

## 3. Main Results

In this section, we present our algorithm and prove a strong convergence theorem of common solutions. Let $E$ be a real reflexive Banach space. Let $C$ be a nonempty, closed, and convex subset of $E$. Let $G_{i}: C \times C \rightarrow \mathbb{R}$ be a finite family of bifunctions satisfying (A1)-(A5) for $i=1,2, \ldots, N$. For $j=1,2, \ldots, M$, let $T_{j}: C \rightarrow C$ be a finite family of Bregman relatively nonexpansive mappings. Let $f: C \rightarrow \mathbb{R}$ be uniformly Fréchet differentiable, strong coercive, Legendre, totally convex, and bounded on bounded subsets of $E$. Suppose that the solution set $\Omega:=\cap_{i=1}^{N} E P\left(G_{i}\right) \cap \cap_{j=1}^{M} F\left(T_{j}\right) \neq \emptyset$.

Algorithm 3.1. Choose $\lambda_{0}>0$ and $x_{0} \in C$ :

$$
\left\{\begin{array}{l}
y_{n}^{i}=\arg \min \left\{\lambda_{n} G_{i}\left(x_{n}, y\right)+D_{f}\left(y, x_{n}\right): y \in C\right\} \quad i=1,2, \ldots, N  \tag{3.1}\\
z_{n}^{i}=\arg \min \left\{\lambda_{n} G_{i}\left(y_{n}^{i}, y\right)+D_{f}\left(y, x_{n}\right): y \in C\right\} i=1,2, \ldots, N \\
i_{n} \in \arg \max \left\{D_{f}\left(z_{n}^{i}, x_{n}\right), i=1,2, \ldots, N\right\}, \bar{z}_{n}:=z_{n}^{i_{n}} \\
t_{n}=\nabla f^{*}\left(\alpha_{n}^{0} \nabla f\left(x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} \nabla f\left(T_{j} \bar{z}_{n}\right)\right) \\
C_{n}=\left\{v \in C: D_{f}\left(v, t_{n}\right) \leq D_{f}\left(v, x_{n}\right)\right\} \\
Q_{n}=\left\{v \in C:\left\langle\nabla f\left(x_{0}\right)-\nabla f\left(x_{n}\right), v-x_{n}\right\rangle \leq 0\right\} \\
x_{n+1}=\operatorname{proj}_{C_{n} \cap Q_{n}}^{f} x_{0}
\end{array}\right.
$$

and

$$
\lambda_{n+1}=\left\{\begin{array}{c}
\min \left\{\lambda_{n}, \min _{1 \leq i \leq N}\left\{\frac{\mu\left(D_{f}\left(x_{n}, y_{n}^{i}\right)+D_{f}\left(y_{n}^{i}, z_{n}^{i}\right)\right)}{G\left(x_{n}, z_{n}^{i}\right)-G\left(x_{n}, y_{n}^{i}\right)-G\left(y_{n}^{i}, z_{n}^{i}\right)}\right\}\right\}  \tag{3.2}\\
\quad \text { if } G\left(x_{n}, z_{n}^{i}\right)-G\left(x_{n}, y_{n}^{i}\right)-G\left(y_{n}^{i}, z_{n}^{i}\right) \neq 0
\end{array}\right\},
$$

where $\left\{\alpha_{n}^{j}\right\} \subset(0,1), \sum_{j=0}^{M} \alpha_{n}^{j}=1$, and $\liminf _{n \rightarrow \infty} \alpha_{n}^{0} \alpha_{n}^{j}>0$ for all $1 \leq j \leq M$ and $n \in \mathbb{N}$.
Lemma 3.2. Let $\left\{x_{n}\right\},\left\{y_{n}^{i}\right\}$, and $\left\{z_{n}^{i}\right\}$ be the sequences generated by Algorithm 3.1. Then, for $i=1,2, \ldots, N$, the following inequality holds for each $x^{*} \in E P\left(G_{i}\right)$

$$
D_{f}\left(x^{*}, z_{n}^{i}\right) \leq D_{f}\left(x^{*}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right)-D_{f}\left(y_{n}^{i}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(z_{n}^{i}, y_{n}^{i}\right)
$$

Proof. Using Lemma 2.14, we conclude that $\left\{y_{n}^{i}\right\}$ and $\left\{z_{n}^{i}\right\}$ are well-defined. From the definition of $z_{n}^{i}$ and Lemma 2.13, we have $0 \in \lambda_{n} \partial_{2} G_{i}\left(y_{n}^{i}, z_{n}^{i}\right)+\nabla_{1} D_{f}\left(z_{n}^{i}, x_{n}\right)+N_{C}\left(z_{n}^{i}\right)$. Hence, there exist $w_{n}^{i} \in \partial_{2} G_{i}\left(y_{n}^{i}, z_{n}^{i}\right)$ and $\bar{w}_{n}^{i} \in N_{C}\left(z_{n}^{i}\right)$ such that

$$
\begin{equation*}
0=\lambda_{n} w_{n}^{i}+\nabla f\left(z_{n}^{i}\right)-\nabla f\left(x_{n}\right)+\bar{w}_{n}^{i} \tag{3.3}
\end{equation*}
$$

Using the definition of $\partial_{2} G_{i}\left(y_{n}^{i}, z_{n}^{i}\right)$, we obtain $G_{i}\left(y_{n}^{i}, y\right)-G_{i}\left(y_{n}^{i}, z_{n}^{i}\right) \geq\left\langle w_{n}^{i}, y-z_{n}^{i}\right\rangle, i=1,2, \ldots, N$ for all $y \in C$. Replacing $y$ with $x^{*}$ in the above inequality, we arrive at

$$
\begin{equation*}
G_{i}\left(y_{n}^{i}, x^{*}\right)-G_{i}\left(y_{n}^{i}, z_{n}^{i}\right) \geq\left\langle w_{n}^{i}, x^{*}-z_{n}^{i}\right\rangle, \quad i=1,2, \ldots, N . \tag{3.4}
\end{equation*}
$$

From the difinition of $N_{C}(\cdot)$ and (3.3), we obtain $\left\langle\nabla f\left(z_{n}^{i}\right)-\nabla f\left(x_{n}\right), y-z_{n}^{i}\right\rangle \geq \lambda_{n}\left\langle w_{n}^{i}, z_{n}^{i}-y\right\rangle$, for all $y \in C$. Substituting $y=x^{*}$ into (3.5), we obtain

$$
\begin{equation*}
\left\langle\nabla f\left(z_{n}^{i}\right)-\nabla f\left(x_{n}\right), x^{*}-z_{n}^{i}\right\rangle \geq \lambda_{n}\left\langle w_{n}^{i}, z_{n}^{i}-x^{*}\right\rangle \tag{3.5}
\end{equation*}
$$

Using (3.4) and (3.5), we have

$$
\begin{equation*}
\left\langle\nabla f\left(z_{n}^{i}\right)-\nabla f\left(x_{n}\right), x^{*}-z_{n}^{i}\right\rangle \geq \lambda_{n}\left(G_{i}\left(y_{n}^{i}, z_{n}^{i}\right)-G_{i}\left(y_{n}^{i}, x^{*}\right)\right) \geq \lambda_{n} G_{i}\left(y_{n}^{i}, z_{n}^{i}\right) \tag{3.6}
\end{equation*}
$$

Similarly, since $y_{n}^{i}=\arg \min \left\{\lambda_{n} G_{i}\left(x_{n}, y\right)+D_{f}\left(y, x_{n}\right): y \in C\right\}$, we have $\left\langle\nabla f\left(y_{n}^{i}\right)-\nabla f\left(x_{n}\right), y_{n}^{i}-\right.$ $\left.z_{n}^{i}\right\rangle \leq \lambda_{n}\left(G_{i}\left(x_{n}, z_{n}^{i}\right)-G_{i}\left(x_{n}, y_{n}^{i}\right)\right)$. Therefore, combining the last two inequalities with (3.2), we arrive at

$$
\begin{aligned}
& \left\langle\nabla f\left(x_{n}\right)-\nabla f\left(z_{n}^{i}\right), x^{*}-z_{n}^{i}\right\rangle+\left\langle\nabla f\left(x_{n}\right)-\nabla f\left(y_{n}^{i}\right), z_{n}^{i}-y_{n}^{i}\right\rangle \\
& \left.\geq \lambda_{n}\left(G\left(x_{n}, z_{n}^{i}\right)-G\left(x_{n}, y_{n}^{i}\right)-c_{1} D_{f}\left(y_{n}^{i}, x_{n}\right)\right)\right) \\
& \geq \lambda_{n+1}\left(\left\langle\nabla f\left(y_{n}^{i}\right)-\nabla f\left(x_{n}\right), y_{n}^{i}-z_{n}^{i}\right\rangle-\lambda_{n} c_{1} D_{f}\left(y_{n}^{i}, x_{n}\right)-\lambda_{n} c_{2} D_{f}\left(z_{n}^{i}, y_{n}^{i}\right)\right)
\end{aligned}
$$

Combining the last inequality with the three point identity, we conclude taht

$$
D_{f}\left(x^{*}, x_{n}\right) \leq D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(y_{n}^{i}, x_{n}\right)-D_{f}\left(z_{n}^{i}, y_{n}^{i}\right)+\lambda_{n}\left(G_{i}\left(x_{n}, z_{n}^{i}\right)-G_{i}\left(x_{n}, y_{n}^{i}\right)-G_{i}\left(y_{n}^{i}, z_{n}^{i}\right)\right)
$$

Additional, from the definition of $\lambda_{n}$, we have

$$
\begin{aligned}
D_{f}\left(x^{*}, z_{n}^{i}\right) \leq & D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(y_{n}^{i}, x_{n}\right)-D_{f}\left(z_{n}^{i}, y_{n}^{i}\right) \\
& \quad+\frac{\lambda_{n}}{\lambda_{n+1}} \lambda_{n+1}\left(G_{i}\left(x_{n}, z_{n}^{i}\right)-G_{i}\left(x_{n}, y_{n}^{i}\right)-G_{i}\left(y_{n}^{i}, z_{n}^{i}\right)\right) \\
\leq & D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(y_{n}^{i}, x_{n}\right)-D_{f}\left(z_{n}^{i}, y_{n}^{i}\right)+\frac{\lambda_{n}}{\lambda_{n+1}} \mu\left(D_{f}\left(y_{n}^{i}, x_{n}\right)+D_{f}\left(z_{n}^{j}, y_{n}^{i}\right)\right) \\
= & D_{f}\left(x^{*}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(y_{n}^{i}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(z_{n}^{i}, y_{n}^{i}\right)
\end{aligned}
$$

Lemma 3.3. For each $n \geq 0, \Omega \subset C_{n} \cap Q_{n}$, and $\left\{x_{n}\right\}$ is well-defined.
Proof. In view of the definitions of $Q_{n}$ and $C_{n}$, we easily conclude that both are closed and convex for all $n \geq 0$. Therefore, $C_{n} \cap Q_{n}$ is also closed and convex for all $n \geq 0$. Fix $p \in \Omega$.

Then

$$
\begin{align*}
D_{f}\left(p, t_{n}\right) & \leq \alpha_{n}^{0} D_{f}\left(p, x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} D_{f}\left(p, T_{j} \bar{z}_{n}\right) \\
& \leq \alpha_{n}^{0} D_{f}\left(p, x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} D_{f}\left(p, \bar{z}_{n}\right) \\
& \leq \alpha_{n}^{0} D_{f}\left(p, x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} D_{f}\left(p, x_{n}\right) \\
& =D_{f}\left(p, x_{n}\right) \tag{3.7}
\end{align*}
$$

This implies that $p \in C_{n}$ and $\Omega \subset C_{n}$.
Next, we show by induction that $\Omega \subset C_{n} \cap Q_{n}$ for all $n \geq 0$. The definition of $Q_{n}$ yields that $\Omega \subset C_{0} \cap Q_{0}$. Let $\Omega \subset C_{k} \cap Q_{k}$ for some $k>0$. Since $C_{k} \cap Q_{k}$ is closed and convex, one concludes from the definition of the Bregman projection that there exists $x_{k+1} \in C_{k} \cap Q_{k}$ such that $x_{k+1}=\operatorname{proj}_{C_{k} \cap Q_{k}}^{f} x_{0}$. From inequality (2.2), we have $\left\langle\nabla f\left(x_{0}\right)-\nabla f\left(x_{k+1}\right), x_{k+1}-p\right\rangle \geq 0$, $\forall z \in C_{k} \cap Q_{k}$. Since $\Omega \subset C_{k} \cap Q_{k}$, one has $\left\langle\nabla f\left(x_{0}\right)-\nabla f\left(x_{k+1}\right), x_{k+1}-p\right\rangle \geq 0, \forall p \in \Omega$, and hence $p \in Q_{k+1}$. Since $\Omega \subset C_{n}$ for all $n \geq 0, \Omega \subset C_{k+1} \cap Q_{k+1}$. Thus, $\Omega \subset C_{n} \cap Q_{n}$. Furthermore $x_{n+1}=\operatorname{pro}_{C_{n} \cap Q_{n}}^{f} x_{0}$ is well-defined for all $n \geq 0$. This means that $\left\{x_{n}\right\}$ is well-defined.
Lemma 3.4. If $x_{n+1}=x_{n}$ for all $n \in \mathbb{N}$, then $x_{n} \in \Omega$.
Proof. If $x_{n+1}=\operatorname{proj}_{C_{n} \cap Q_{n}}^{f} x_{0}=x_{n}$, then the definition of $C_{n}$ yields that $D_{f}\left(x_{n}, t_{n}\right) \leq D_{f}\left(x_{n}, x_{n}\right)$. Since $f$ is the Legendre function and $D_{f}\left(x_{n}, t_{n}\right)=0$, we have $x_{n}=t_{n}$. Using the relation $t_{n}=$ $\nabla f^{*}\left(\alpha_{n}^{0} \nabla f^{*}\left(x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} \nabla f\left(T_{j} \bar{z}_{n}\right)\right)$, we obtain that $\nabla f\left(t_{n}\right)=\alpha_{n}^{0} \nabla f\left(x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} \nabla f\left(T_{j} \bar{z}_{n}\right)$, which implies that $\alpha_{n}^{0}\left(\nabla f\left(t_{n}\right)-\nabla f\left(x_{n}\right)\right)=\sum_{j=1}^{M} \alpha_{n}^{j}\left(\nabla f\left(T_{j} \bar{z}_{n}\right)-\nabla f\left(t_{n}\right)\right)$, and $T_{j} \bar{z}_{n}=t_{n}$. On the other hand, let $x^{*} \in \Omega$. Then

$$
\begin{align*}
D_{f}\left(x^{*}, t_{n}\right) & =D_{f}\left(x^{*}, T_{j} \bar{z}_{n}\right), \forall j=1,2, \ldots, M \\
& \leq D_{f}\left(x^{*}, \bar{z}_{n}\right) \\
& \leq D_{f}\left(x^{*}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(y_{n}^{i_{n}}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(\bar{z}_{n}, y_{n}^{i_{n}}\right) \tag{3.8}
\end{align*}
$$

This implies that

$$
\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(y_{n}^{i_{n}}, x_{n}\right)-\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(\bar{z}_{n}, y_{n}^{i_{n}}\right) \leq D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(x^{*}, t_{n}\right)
$$

So, $D_{f}\left(y_{n}^{i_{n}}, x_{n}\right)=0$ and $D_{f}\left(\bar{z}_{n}, y_{n}^{i_{n}}\right)=0$. Since $f$ is the Legendre function, we conclude that $x_{n}=$ $t_{n}=T_{j} \bar{z}_{n}=T_{j} x_{n}$ and hence $x_{n} \in F\left(T_{j}\right)$ for all $j=1,2, \ldots, M$. Therefore, $x_{n} \in \bigcap_{j=1}^{M} F\left(T_{j}\right)$. Furthermore, from $x_{n}=y_{n}^{i}$, we have that $x_{n}=\arg \min \left\{\lambda_{n} G_{i}\left(x_{n}, y\right)+D_{f}\left(y, x_{n}\right): y \in C\right\}$, and also $x_{n}=\arg \min \left\{\lambda_{n} G_{i}\left(y_{n}^{i}, y\right)+D_{f}\left(y, x_{n}\right): y \in C\right\}$. Thus, we have shown that $x_{n} \in \bigcap_{i=1}^{N} E P\left(G_{i}\right) \cap$ $\bigcap_{j=1}^{M} F\left(T_{j}\right)$.
Lemma 3.5. Let $\left\{x_{n}\right\},\left\{y_{n}^{i}\right\},\left\{z_{n}^{i}\right\}$, and $\left\{t_{n}\right\}$ be the sequences generated by Algorithm 3.1. Then, the following relations hold: $\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0, \lim _{n \rightarrow \infty}\left\|x_{n}-t_{n}\right\|=0, \lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}^{i}\right\|=$ $0, \lim _{n \rightarrow \infty}\left\|x_{n}-z_{n}^{i}\right\|=0$, and $\lim _{n \rightarrow \infty}\left\|x_{n}-T_{j} x_{n}\right\|=0$ for all $i=1,2, \ldots, N$ and $j=1,2, \ldots, M$.

Proof. Observe that $\Omega \subset C_{n} \cap Q_{n}$ for every $n \geq 0$ and $x_{n+1}=\operatorname{proj}_{C_{n} \cap Q_{n}}^{f} x_{0}$. Let $w=\operatorname{proj}_{\Omega^{\prime}}^{f} x_{0}$. It then follows that $D_{f}\left(x_{0}, x_{n+1}\right) \leq D_{f}\left(x_{0}, w\right), \forall n \geq 0$. From the fact that $\left\{D_{f}\left(x_{0}, x_{n}\right)\right\}$ is bounded and Lemma 2.9, we have that $\left\{x_{n}\right\}$ is bounded. Similarly, from (3.7) and Lemma 2.9, we obtain that $\left\{t_{n}\right\}$ is also bounded. Since $x_{n+1} \in C_{n} \cap Q_{n}$ and $x_{n}=\operatorname{proj}_{Q_{n}}^{f} x_{0}$, we have $D_{f}\left(x_{n}, x_{0}\right) \leq$ $D_{f}\left(x_{n+1}, x_{0}\right), \forall n \geq 0$. This shows that $\left\{D_{f}\left(x_{n}, x_{0}\right)\right\}$ is a nondecreasing bounded sequence of $\mathbb{R}$. It follows that $\lim _{n \rightarrow \infty} D_{f}\left(x_{n}, x_{0}\right)$ exists. Furthermore,

$$
\begin{align*}
D_{f}\left(x_{n+1}, x_{n}\right) & =D_{f}\left(x_{n+1}, \operatorname{proj} j_{Q_{n}}^{f} x_{0}\right) \\
& \leq D_{f}\left(x_{n+1}, x_{0}\right)-D_{f}\left(\operatorname{proj}_{Q_{n}}^{f} x_{0}, x_{0}\right) \\
& =D_{f}\left(x_{n+1}, x_{0}\right)-D_{f}\left(x_{n}, x_{0}\right) \longrightarrow 0 \text { as } n \rightarrow \infty \tag{3.9}
\end{align*}
$$

Therefore, Lemma 2.5 sends us to $\left\|x_{n+1}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. From (3.9) and the fact that $x_{n+1} \in$ $C_{n} \cap Q_{n}$, we obtain that $D_{f}\left(x_{n+1}, t_{n}\right) \leq D_{f}\left(x_{n+1}, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Using Lemma 2.5 and above inequalities, we obtain that $\left\|x_{n+1}-t_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Using the fact above, we derive $\| x_{n}-$ $t_{n}\|\leq\| x_{n}-x_{n+1}\|+\| x_{n+1}-t_{n} \| \rightarrow 0$ as $n \rightarrow \infty$. So, $\lim _{n \rightarrow \infty}\left|f\left(x_{n}\right)-f\left(t_{n}\right)\right|=\lim _{n \rightarrow \infty} \| \nabla f\left(x_{n}\right)-$ $\nabla f\left(t_{n}\right) \|=0$. Moreover,

$$
\begin{aligned}
& D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(x^{*}, t_{n}\right) \\
& =f\left(t_{n}\right)-f\left(x_{n}\right)-\left\langle\nabla f\left(x_{n}\right), x^{*}-x_{n}\right\rangle+\left\langle\nabla f\left(t_{n}\right), x^{*}-t_{n}\right\rangle \\
& =f\left(t_{n}\right)-f\left(x_{n}\right)-\left\langle\nabla f\left(x_{n}\right), x^{*}-t_{n}\right\rangle-\left\langle\nabla f\left(x_{n}\right), t_{n}-x_{n}\right\rangle+\left\langle\nabla f\left(t_{n}\right), x^{*}-t_{n}\right\rangle \\
& =f\left(t_{n}\right)-f\left(x_{n}\right)-\left\langle\nabla f\left(x_{n}\right)-\nabla f\left(t_{n}\right), x^{*}-t_{n}\right\rangle-\left\langle\nabla f\left(x_{n}\right), t_{n}-x_{n}\right\rangle .
\end{aligned}
$$

It follows that $\lim _{n \rightarrow \infty}\left(D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(x^{*}, t_{n}\right)\right)=0$. Let $x^{*} \in \Omega$. From the Algorithm 3.1 and Lemma 2.7, we obtain

$$
\begin{aligned}
D_{f}\left(x^{*}, t_{n}\right)= & f\left(x^{*}\right)-\left\langle x^{*}, \alpha_{n}^{0} \nabla f\left(x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} \nabla f\left(T_{j} \bar{z}_{n}\right)\right\rangle+f^{*}\left(\alpha_{n}^{0} \nabla f\left(x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} \nabla f\left(T_{j} \bar{z}_{n}\right)\right) \\
\leq & f\left(x^{*}\right)-\alpha_{n}^{0}\left\langle x^{*}, \nabla f\left(x_{n}\right)\right\rangle-\sum_{j=1}^{M} \alpha_{n}^{j}\left\langle x^{*}, \nabla f\left(T_{j} \bar{z}_{n}\right)\right\rangle \\
& +\alpha_{n}^{0} f^{*}\left(\nabla f\left(x_{n}\right)\right)+\sum_{j=1}^{M} \alpha_{n}^{j} f^{*}\left(\nabla f\left(T_{j} \bar{z}_{n}\right)\right)-\alpha_{n}^{0} \alpha_{n}^{j} \rho_{j}^{*}\left(\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\|\right) \\
= & \alpha_{n}^{0} f\left(x^{*}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} f\left(x^{*}\right)-\alpha_{n}^{0}\left\langle x^{*}, \nabla f\left(x_{n}\right)\right\rangle-\sum_{j=1}^{M} \alpha_{n}^{j}\left\langle x^{*}, \nabla f\left(T_{j} \bar{z}_{n}\right)\right\rangle \\
& +\alpha_{n}^{0} f^{*}\left(\nabla f\left(x_{n}\right)\right)+\sum_{j=1}^{M} \alpha_{n}^{j} f^{*}\left(\nabla f\left(T_{j} \bar{z}_{n}\right)\right)-\alpha_{n}^{0} \alpha_{n}^{j} \rho_{j}^{*}\left(\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\|\right) \\
\leq & \alpha_{n}^{0} D_{f}\left(x^{*}, x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} D_{f}\left(x^{*}, \bar{z}_{n}\right)-\alpha_{n}^{0} \alpha_{n}^{j} \rho_{j}^{*}\left(\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\|\right) \\
\leq & \alpha_{n}^{0} D_{f}\left(x^{*}, x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j}\left(D_{f}\left(x^{*}, x_{n}\right)\right)-\alpha_{n}^{0} \alpha_{n}^{j} \rho_{j}^{*}\left(\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\|\right) \\
\leq & D_{f}\left(x^{*}, x_{n}\right)-\alpha_{n}^{0} \alpha_{n}^{j} \rho_{j}^{*}\left(\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\|\right)
\end{aligned}
$$

which implies that $\alpha_{n}^{0} \alpha_{n}^{j} \rho_{j}^{*}\left(\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\|\right) \leq\left(D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(x^{*}, t_{n}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. So, we have $\left\|\nabla f\left(x_{n}\right)-\nabla f\left(T_{j} \bar{z}_{n}\right)\right\| \rightarrow 0$ as $n \rightarrow \infty, \forall j=1,2, \ldots, M$, which implies that $\| x_{n}-$ $T_{j} \bar{z}_{n} \| \rightarrow 0$ as $n \rightarrow \infty, \forall j=1,2, \ldots, M$. Hence, $D_{f}\left(x_{n}, T_{j} \bar{z}_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. From Lemma 3.4, we have $D_{f}\left(T_{j} \bar{z}_{n}, T_{j} x_{n}\right) \leq D_{f}\left(T_{j} \bar{z}_{n}, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, which implies that $\left\|T_{j} \bar{z}_{n}-T_{j} x_{n}\right\| \rightarrow 0$. Therefore,

$$
\begin{equation*}
\left\|x_{n}-T_{j} x_{n}\right\| \leq\left\|x_{n}-T_{j} \bar{z}_{n}\right\|+\left\|T_{j} \bar{z}_{n}-T_{j} x_{n}\right\| \rightarrow 0 \text { as } n \rightarrow \infty . \tag{3.10}
\end{equation*}
$$

From (3.8), we have

$$
\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(y_{n}^{i_{n}}, x_{n}\right)+\left(1-\frac{\lambda_{n}}{\lambda_{n+1}} \mu\right) D_{f}\left(\bar{z}_{n}, y_{n}^{i_{n}}\right) \leq D_{f}\left(x^{*}, x_{n}\right)-D_{f}\left(x^{*}, t_{n}\right)
$$

Taking $n \rightarrow \infty$ in the inequality above, we have $\lim _{n \rightarrow \infty} D_{f}\left(y_{n}^{i_{n}}, x_{n}\right)=\lim _{n \rightarrow \infty} D_{f}\left(\bar{z}_{n}, y_{n}^{i_{n}}\right)=0$. This implies that $\lim _{n \rightarrow \infty} D_{f}\left(y_{n}^{i}, x_{n}\right)=\lim _{n \rightarrow \infty} D_{f}\left(z_{n}^{i}, y_{n}^{i}\right)=0, \forall i=1,2, \ldots, N$. So, we have $D_{f}\left(y_{n}^{i}, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Similarly, $D_{f}\left(z_{n}^{i}, y_{n}^{i}\right) \rightarrow 0$ as $n \rightarrow \infty$ for all $i=1,2, \ldots, N$. By Lemma 2.5, we have that

$$
\begin{equation*}
\left\|y_{n}^{i}-x_{n}\right\| \rightarrow 0 \text { and }\left\|z_{n}^{i}-y_{n}^{i}\right\| \rightarrow 0, \forall i=1,2, \ldots, N \tag{3.11}
\end{equation*}
$$

Since $f$ is uniformly continuous on bounded subsets of $E$, we have $\lim _{n \rightarrow \infty}\left|f\left(x_{n}\right)-f\left(y_{n}^{i}\right)\right|=0$ and $\lim _{n \rightarrow \infty}\left\|\nabla f\left(x_{n}\right)-\nabla f\left(y_{n}^{i}\right)\right\|=0$. Since $\left\|x_{n}-z_{n}^{i}\right\| \leq\left\|x_{n}-y_{n}^{i}\right\|+\left\|y_{n}^{i}-z_{n}^{i}\right\|$, we conclude from (3.11) that $\left\|x_{n}-z_{n}^{i}\right\| \rightarrow 0$ as $n \rightarrow \infty, \forall i=1,2, \ldots, N$.

Theorem 3.6. Let $\left\{x_{n}\right\},\left\{y_{n}^{i}\right\}$, and $\left\{z_{n}^{i}\right\}$ be the sequences generated by Algorithm 3.1. Then there exists $x^{*} \in C$ such that $x^{*} \in \Omega:=\bigcap_{j=1}^{M} F\left(T_{j}\right) \cap \bigcap_{i=1}^{N} E P\left(G_{i}\right)$ and $\left\{x_{n}\right\}$ converges strongly to $x^{*}=\operatorname{proj}_{\Omega}^{f}\left(x_{0}\right)$.

Proof. We first show that there exists $x^{*} \in \bigcap_{j=1}^{M} F\left(T_{j}\right)$. Since $\left\{x_{n}\right\}$ is bounded and $E$ is a reflexive Banach space, there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{k}} \rightharpoonup x^{*}$ as $k \rightarrow \infty$. It follows from (3.11), there exist subsequences $\left\{y_{n_{k}}^{i}\right\}$ of $\left\{y_{n}^{i}\right\}$ and $\left\{z_{n_{k}}^{i}\right\}$ of $\left\{z_{n}^{i}\right\}$ such that $y_{n_{k}}^{i} \rightharpoonup x^{*}$ and $z_{n_{k}}^{i} \rightharpoonup x^{*}$ for all $i=1,2, \ldots, N$, respectively. In view of the asymptotic fixed point with (3.10), we conclude that $x^{*}$ is an asymptotic fixed point of $T_{j}$. Since $T_{j}$ is Bregman relatively nonexpansive, $x^{*}$ is a fixed point of $T_{j}$ for all $j=1,2, \ldots, M$, then $x^{*} \in \bigcap_{j=1}^{M} F\left(T_{j}\right)$. Now, we show that $x^{*} \in \bigcap_{i=1}^{N} E P\left(G_{i}\right)$. Observe that $y_{n}^{i}=\arg \min \left\{\lambda_{n} G_{i}\left(x_{n}, y\right)+D_{f}\left(y, x_{n}\right): y \in C\right\}$. As (3.6), we obtain that $\lambda_{n}\left(G_{i}\left(x_{n}, y\right)-G_{i}\left(x_{n}, y_{n}^{i}\right)\right) \geq\left\langle\nabla f\left(y_{n}^{i}\right)-\nabla f\left(x_{n}\right), y_{n}^{i}-y\right\rangle$, for all $y \in C$. This together with (3.11) and Assumption 2.15 concludes that $\lambda_{n}\left(G_{i}\left(x^{*}, y\right)-G_{i}\left(x^{*}, x^{*}\right)\right) \geq 0$. The last inequality gives that $G_{i}\left(x^{*}, y\right) \geq 0$ for all $i=1,2, \ldots, N$. Hence $x^{*} \in \bigcap_{i=1}^{N} E P\left(G_{i}\right)$. Thus, we have shown that $x^{*} \in \Omega$. Finally, we prove that $\left\{x_{n}\right\}$ converges strongly to $x^{*}=\operatorname{pro}_{\Omega}^{f}\left(x_{0}\right)$. It follows from the definition of the Bregman projection together with the fact that $\Omega$ is a nonempty closed convex subset of $E$, we obtain that $\operatorname{proj}_{\Omega}^{f}\left(x_{0}\right)$ is well-defined. Let $x^{*}=\operatorname{pro}_{\Omega}^{f}\left(x_{0}\right)$. In view of $x_{n+1}=$ $\operatorname{proj}_{C_{n} \cap Q_{n}}^{f}\left(x_{0}\right)$ and $\operatorname{proj}_{\Omega}^{f}\left(x_{0}\right) \in \Omega \subseteq C_{n} \cap Q_{n}$, we obtain that $D_{f}\left(x_{n+1}, x_{0}\right) \leq D_{f}\left(\operatorname{proj}_{\Omega}^{f}\left(x_{0}\right), x_{0}\right)$. It follows from Lemma 2.12 that $\left\{x_{n}\right\}$ converges strongly to $x^{*}=\operatorname{pro}_{\Omega}^{f}\left(x_{0}\right)$. This completes the proof.

## 4. Application to Variational Inequality Problems

In this section, we discuss an application of Theorem 3.6 to finding a solution of a variational inequality problem with a pseudomonotone mapping.

Let $C$ be a nonempty, closed, and convex subset of a reflexive Banach space $E$. Let $E^{*}$ be dual of $E$, and let $A: C \rightarrow E^{*}$ be a nonlinear mapping. $A$ is said to be pseudomonotone on $C$ if

$$
\langle A x, y-x\rangle \geq 0 \Longrightarrow\langle A x, x-y\rangle \leq 0, \forall x, y \in C .
$$

We state the variational inequality problem as follows:

$$
\begin{equation*}
\text { Find } x^{*} \in C \text { such that }\left\langle A x^{*}, x-x^{*}\right\rangle \geq 0, \forall x \in C \tag{4.1}
\end{equation*}
$$

Note that if we take $G(x, y):=\langle A x, y-x\rangle$ for all $x, y \in C$, then the equilibrium problem converts into the above variational inequality problem. If $E$ is a real Hilbert space, it is well-known that $x^{*}$ is a solution of (4.1) if and only if $x^{*}$ solves the fixed point equation

$$
x^{*}=P_{C}\left(x^{*}-\lambda A x^{*}\right), \forall \lambda>0 .
$$

It was shown in [11] that if $\left\{A_{i}\right\}_{i=1}^{N}$ is a finite family of pseudomonotone and $L_{i}$-Lipschitz continuous mappings from $C$ to $E^{*}$, then $G_{i}(x, y)=\left\langle A_{i} x, y-x\right\rangle$ is pseudomonotone and Bregman Lipschitz continuous. The following lemma follows from [11, Lemma 4.1].

Lemma 4.1. Let C be a nonempty, closed, and convex subset of a reflexive Banach space E. Let $A: C \rightarrow E^{*}$ be a mapping, and $f: E \rightarrow \mathbb{R}$ be a Legendre function. Then pro $j_{C}^{f}\left(\nabla f^{*}(\nabla f(x)-\right.$ $\lambda A(y)))=\arg \min _{w \in C}\left\{\lambda\langle A y, w-y\rangle+D_{f}(w, x)\right\}$, for all $x \in E, y \in C$ and $\lambda \in(0,+\infty)$.

Let $E$ be a real Banach space and $1<q \leq 2 \leq p$ with $\frac{1}{p}+\frac{1}{q}=1$. For the $p$-uniformly convex space, the metric and Bregman distance have the following relation [21]:

$$
\tau\|x-y\|^{p} \leq D_{\frac{1}{p}\|\cdot\|^{p}}(x, y) \leq\left\langle J_{E}^{p}(x)-J_{E}^{p}(y), x-y\right\rangle,
$$

where $\tau>0$ is a fixed number, and duality mapping $J_{E}^{p}: E \rightarrow 2^{E^{*}}$ is defined by

$$
J_{E}^{p}(x)=\left\{f \in E^{*}:\langle x, f\rangle=\|x\|^{p},\|f\|=\|x\|^{p-1}\right\}
$$

for all $x \in E$. We know that if $E$ is a smooth strictly convex and reflexive Banach space, then $J_{E}^{p}$ is a single-valued bijection. In this case, $J_{E}^{p}=\left(J_{E^{*}}^{q}\right)^{-1}$, where $J_{E^{*}}^{q}$ is the duality mapping of $E^{*}$. For $p=2$, the duality mapping $J_{E}^{p}$ is called the normalized duality and is denoted by $J$. The function $\phi: E^{2} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\phi(y, x)=\|y\|^{2}-2\langle y, J x\rangle+\|x\|^{2} \tag{4.2}
\end{equation*}
$$

for all $x, y \in E$. The generalized projection $\Pi_{C}$ from $E$ onto $C$ is defined by

$$
\Pi_{C}(x)=\arg \min _{y \in C} \phi(y, x), \forall x \in E
$$

where $C$ is a nonempty, closed, and convex subset of $E$.
We consider the case that $p=2$ and the Lyapunov function (4.2). Furthermore, if $A_{i}$ is $L_{i^{-}}$ Lipschitz continuous, then $G_{i}$ is Bregman-Lipschitz-type continuous with $c_{i, 1}=c_{i, 2}=\frac{L_{i}}{2 \tau}$. Let $E$ be a uniformly smooth and uniformly convex Banach space, and $f(\cdot)=\frac{1}{2}\|\cdot\|^{2}$. Then, $\nabla f=$ $J, D_{\frac{1}{2}\|\cdot\|^{2}}(x, y)=\frac{1}{2} \phi(x, y)$ and $p r o j_{C}^{\frac{1}{2}\|\cdot\|^{2}}=\Pi_{C}$. In particular, if $E$ is a Hilbert space, then $\nabla f=$ $I, D_{\frac{1}{2}\|\cdot\|^{2}}(x, y)=\frac{1}{2}\|x-y\|^{2}$ and $\operatorname{pro}_{C}^{\frac{1}{2}\|\cdot\|^{2}}=P_{C}$, where $P_{C}$ is the metric projection. Therefore, the following corollary follows from our main result.

Corollary 4.2. Let C be a nonempty, closed, and convex subset of a uniformly smooth and 2uniformly convex Banach space E. Suppose that $\left\{A_{i}\right\}_{i=1}^{N}$ is a finite family of pseudomonotone and $L_{i}$-Lipschitz continuous mappings from $C$ to $E^{*}$. Assume that, for each $1 \leq j \leq M, T_{j}: C \rightarrow$ $C$ is a relatively nonexpansive mapping, that is, $F\left(T_{j}\right)=\hat{F}\left(T_{j}\right) \neq \emptyset$ and $\phi\left(z, T_{j} x\right) \leq \phi(z, x)$, for all $x \in C$ and $z \in F\left(T_{j}\right)$. Let $\Omega=\bigcap_{j=1}^{M} F\left(T_{j}\right) \cap \bigcap_{i=1}^{N} \operatorname{VIP}\left(A_{i}, C\right) \neq \emptyset$. Suppose that $\left\{x_{n}\right\}$ is a sequence generated by the following algorithm: For arbitrary $x_{0} \in C_{0}=C$ :

$$
\left\{\begin{array}{l}
y_{n}^{i}=\Pi_{C}\left(J^{-1}\left(J\left(x_{n}\right)-\lambda_{n} A_{i}\left(x_{n}\right)\right)\right) i=1,2, \ldots, N \\
z_{n}^{i}=\Pi_{C}\left(J^{-1}\left(J\left(x_{n}\right)-\lambda_{n} A_{i}\left(x_{n}\right)\right)\right) i=1,2, \ldots, N, \\
i_{n} \in \arg \max \left\{\phi\left(z_{n}^{i}, x_{n}\right), i=1,2, \ldots, N\right\}, \bar{z}_{n}:=z_{n}^{i_{n}}, \\
t_{n}=J^{-1}\left(\alpha_{n}^{0} J\left(x_{n}\right)+\sum_{j=1}^{M} \alpha_{n}^{j} J\left(T_{j} \bar{z}_{n}\right)\right), \\
C_{n}=\left\{v \in C: \phi\left(v, t_{n}\right) \leq \phi\left(v, x_{n}\right)\right\} \\
Q_{n}=\left\{v \in C:\left\langle J\left(x_{0}\right)-J\left(x_{n}\right), v-x_{n}\right\rangle \leq 0\right\}, \\
x_{n+1}=\Pi_{C_{n} \cap Q_{n}}^{f} x_{0},
\end{array}\right.
$$

and

$$
\lambda_{n+1}=\left\{\begin{array}{c}
\min \left\{\lambda_{n}, \min _{1 \leq i \leq N}\left\{\frac{\mu\left(D_{f}\left(x_{n}, y_{n}^{i}\right)+D_{f}\left(y_{n}^{i}, z_{n}^{i}\right)\right)}{\left\langle A_{i}\left(x_{n}\right)-A_{i}\left(y_{n}^{i}\right), z_{n}^{i}-y_{n}^{i}\right\rangle}\right\}\right\}, \\
\quad \text { if }\left\langle A_{i}\left(x_{n}\right)-A_{i} y_{n}^{i}, z_{n}^{i}-y_{n}^{i}\right\rangle \neq 0
\end{array}\right.
$$

where $\left\{\alpha_{n}^{j}\right\} \subset(0,1), \sum_{j=0}^{M} \alpha_{n}^{j}=1$, and $\liminf _{n \rightarrow \infty} \alpha_{n}^{0} \alpha_{n}^{j}>0$ for all $i=1,2, \ldots, N$. Then, $\left\{x_{n}\right\}$ converges strongly to $\Pi_{\Omega} x_{0}$.

## 5. Numerical Example

In this section, we present some numerical examples for Algorithm 3.1. For all the test, we use the stopping criterion $\left\|x_{n}-x^{*}\right\| \leq 10^{-4}$ to study the convergence result of all the algorithms, where $x^{*}$ is the solution of the considered problem, and $\left\{x_{n}\right\}$ is the sequence generated by each algorithm.

In the first example, we consider the convex function $f: \mathbb{R}_{+}^{m} \rightarrow \mathbb{R}$, which is defined by $f(x)=\sum_{k=1}^{m} x_{k} \ln \left(x_{k}\right)$, given over the set $\mathbb{R}_{+}^{m}:=\left\{x \in \mathbb{R}^{m}: x_{k}>0\right\}$. In this case, we have $\nabla f(x)=$ $\left(1+\ln \left(x_{1}\right), 1+\ln \left(x_{2}\right), \ldots, 1+\ln \left(x_{m}\right)\right)^{T}$ and $\nabla f^{*}(x)=\left(\exp \left(x_{1}-1\right), \exp \left(x_{2}-1\right), \ldots, \exp \left(x_{m}-1\right)\right)^{T}$ such that $D_{f}(x, y)=\sum_{k=1}^{m}\left(y_{k}-x_{k}+x_{k}\left(\ln \left(x_{k}\right)-\ln \left(y_{k}\right)\right)\right)$ for all $x, y \in \mathbb{R}_{+}^{m}$.

Example 5.1. Let $E=\mathbb{R}^{m}$ and $C$ be defined by $C=\left\{\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in \mathbb{R}_{+}^{m}:\left|x_{k}\right| \leq 5, k=\right.$ $1,2, \ldots, m\}$. Consider the problem:

$$
\text { Find } x \in \Omega:=\left(\bigcap_{j=1}^{M} F\left(T_{j}\right)\right) \cap\left(\bigcap_{i=1}^{N} E P\left(G_{i}\right)\right)
$$

where $T_{j}: C \rightarrow C$ is defined by $T_{j}(x)=\frac{2 x}{1+2 j}$, for all $j=1,2, \ldots, M$ and $x \in \mathbb{R}_{+}^{m}$. It can be easily shown that $T_{j}$ is a Bregman relatively nonexpansive mapping. Also, $G_{i}: C \times C \rightarrow \mathbb{R}$ is defined as $G_{i}(x, y)=\sum_{k=1}^{m}\left(p_{i k} y_{k}^{2}-p_{i k} x_{k}^{2}\right), k=1,2, \ldots, m$, where $p_{i k} \in(0,1)$ is randomly generated for all $i=1,2, \ldots, N, k=1,2, \ldots, m$. It is easy to see that the Conditions $(A 1)-(A 5)$ are satisfied. Moreover, $\Omega:=\left\{x^{*}\right\}$, where $x^{*}=(0,0, \ldots, 0)^{T}$. For each $n \in \mathbb{N}$, we choose $\alpha_{n}^{0}=\alpha_{n}^{j}=\frac{1}{M+1}$ and $\mu, \lambda_{0}$ generated by randomly in $(0,1)$. We present the performance of Algorithm 3.1 by using the convex function defined above for the following values of $M$ and $N$ :

Case I: $M=5$ and $N=5$;
Case II: $M=7$ and $N=10$;
Case III: $M=10$ and $N=5$.
The initial point $x_{0}$ is generated by 10 random starting points, and the present results are on average the numerical results shown in the Table 1. The number of iterations of $\left\{x_{n}\right\}$ is illustrated in Figure 1, Figure 2, and Figure 3.

TABLE 1. Computational result for Example 5.1

| $\mathbb{R}^{m}$ |  | Algorithm 3.1 |  |  | Algorithm 1.4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(m)$ |  | Case I | Case II | Case III | Case I | Case II | Case III |
| 5 | Iter. | 9 | 9 | 8 | 46 | 45 | 45 |
|  | Time (s) | 0.622 | 1.469 | 1.521 | 2.125 | 4.482 | 5.128 |
| 7 | Iter. | 10 | 9 | 10 | 60 | 60 | 61 |
|  | Time (s) | 0.654 | 1.641 | 2.170 | 5.253 | 6.949 | 6.788 |
| 10 | Iter. | 11 | 10 | 10 | 79 | 80 | 78 |
|  | Time (s) | 0.803 | 1.073 | 1.228 | 6.822 | 7.623 | 8.215 |



Figure 1: Numbers of iterations in $\mathbb{R}^{5}$


Figure 2: Numbers of iterations in $\mathbb{R}^{7}$


Figure 3: Numbers of iterations in $\mathbb{R}^{10}$
The following example, we present in the case of the convex function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ with $f(x)=\frac{1}{2}\|x\|^{2}, \forall x \in \mathbb{R}^{m}$ such that $\nabla f=\nabla f^{*}=I$ and $D_{f}(x, y)=\frac{1}{2}\|x-y\|^{2}$.

Example 5.2. Let $E=\mathbb{R}^{m}$ and $C=\left\{x \in \mathbb{R}^{m}:-2 \leq x_{k} \leq 5, k=1,2, \ldots, m\right\}$. In this situation, the bifunction $G_{i}: C \times C \rightarrow \mathbb{R}$ can be formulated in the form: $G_{i}(x, y)=\left\langle P_{i} x+Q_{i} y+q_{i}, y-x\right\rangle$, where $q_{i} \in \mathbb{R}^{m}$ for $i=1,2, \ldots, N, P_{i}$ and $Q_{i}$ are symmetric positive semidefinite matrices such that $Q_{i}$ is symmetric positive semidefinite and $Q_{i}-P_{i}$ is symmetric negative semidefinite. In this numerical experiment, the matrices $P_{i}$ and $Q_{i}$ are generated by randomly in $[-2,5]$. Indeed, the bifunction $G_{i}$ is pseudomonotone and satisfies a Lipschitz-type condition with $c_{1, i}=c_{2, i}=$ $\frac{1}{2}\left\|Q_{i}-P_{i}\right\|$. For $j=1,2, \ldots, M$, let $T_{j}: C \rightarrow C$ be defined by $T_{j}(x)=\operatorname{pro}_{D_{j}}^{f}(x)$, where $D_{j}$ is randomly generated in the interval $[-1,3]$. So, we obtain that $T_{j}$ is nonexpansive and so $T_{j}$ is a Bregman relatively nonexpansive mapping. Moreover, $\Omega:=\{0\}$, for $n \in \mathbb{N}$, we choose the parameter $\alpha_{n}^{0}=\alpha_{n}^{j}=\frac{1}{M+1}$ and generate the parameters $\mu, \lambda_{0}$ randomly in $(0,1)$. The following three cases of the values $M$ and $N$ are considered:

Case I: $M=5$ and $N=5$;
Case II: $M=10$ and $N=15$;
Case III: $M=15$ and $N=10$.
We present the performance of Algorithm 3.1 by randomly generating 10 starting points and shown the results are on average in Table 2. The number of iterations of $\left\{x_{n}\right\}$ is illustrated in Figure 4, Figure 5, and Figure 6.

TABLE 2. Computational result of Example 5.2

| $\mathbb{R}^{m}$ |  | Algorithm 3.1 |  |  | Algorithm 1.4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(m)$ |  | Case I | Case II | Case III | Case I | Case II | Case III |
| 10 | Iter. | 15 | 15 | 14 | 87 | 87 | 84 |
|  | Time (s) | 1.23 | 1.29 | 1.49 | 4.34 | 4.59 | 4.65 |
| 15 | Iter. | 18 | 18 | 16 | 96 | 95 | 96 |
|  | Time (s) | 1.25 | 2.01 | 3.67 | 4.86 | 5.51 | 5.71 |
| 20 | Iter. | 26 | 26 | 26 | 99 | 97 | 97 |
|  | Time (s) | 1.86 | 2.39 | 2.55 | 5.27 | 8.91 | 8.85 |




Figure 4: Numbers of iterations in $\mathbb{R}^{10}$
Figure 5: Numbers of iterations in $\mathbb{R}^{15}$


Figure 6: Numbers of iterations in $\mathbb{R}^{20}$
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