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Abstract. This paper constructs a new iterative method for identifying a common solution of a general system of
variational inequalities and a fixed point problem of a nonexpansive mapping. Furthermore, this paper establishes
some necessary and sufficient conditions of strong convergence of iterative sequences without any assumption
that the solution set of the problem is nonempty in Hilbert spaces. Finally, some applications and examples are
provided to support the main results.
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1. INTRODUCTION

The Fixed Point Problem is a problem in mathematics that involves finding a special point
in a set, that is, finding a point, which is mapped to itself by a given operator. This problem
arises in many areas of pure and applied mathematics, such as in nonlinear functional analysis,
topology, dynamical systems, optimization, physics, and engineering. The fixed point problem
is important because it provides a way to study the behavior of an operator or a system, and it
also helps to develop numerical methods for approximating solutions of certain types of operator
equations; see, e.g., [15, 21, 22] and the references therein.

In this paper, we consider H as a real Hilbert space, equipped with inner product (-,-) and
corresponding norm |-|. Additionally, we take C to be a non-empty, closed, and convex subset
of H.

In this context, we consider a nonlinear mapping T : H — H and set its fixed point as F(T),
that is, F(T) = {x € H : Tx = x}. Recall the following definitions.
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i) T is said to be nonexpansive if the following inequality holds for all x,z € H: ||Tx—Tz|| <
=

There are numerous applications of nonexpansive operators in operator equations, optimiza-
tion theory, and data science. In the last decade, many new results on fixed points of nonex-
pansive operators were established in various spaces; see, e.g., [1, 2, 9, 17] and the references
therein.

Let A be a mapping defined on C to H. Recall the following definitions.

ii) A is said to be monotone if the following inequality holds for all x,z € H: (Ax —Az,x —z) >
0.

iii) A is said to be n—strongly monotone with a constant 1 > 0 if the following inequality
holds for all x,z € H: (Ax—Az,x—2) > 1 ||lx—z|*.

iv) A is said to be B —inverse-strongly monotone with a constant 8 > 0 if the following in-
equality holds for all x,z € H: (Ax—Az,x—2z) > B ||Ax— Az||*.

v) A is said to be L-Lipschitz with a constant L > 0 if the following inequality holds for all
x,z € C: |[Ax—Az|| < L|x—z||. If L < 1, then A is called L-contraction or a contraction. It is
obvious that inverse-strongly monotone operators are Lipschitz continuous.

Recall the classical monotone variational inequality, denote by VI(C,A), is to

find x* € C such that (x —x*,Ax™) >0

for all x in set C, where A is a monotone operator from C to H. Many problems in engineer-
ing, economic, management, and computer sciences can modelled into a provides a variational
inequality. One of the simplest methods for solving the inequality is the projected-gradient
method: Given the current iterate x,, calculate the next iterate x,, as x,+1 = Po(x, — A,Ax,),
where Pc : H — C denotes the metric (nearest point) projection from H onto C, characterized
by Pc(x) := argmin{||x—y||, y € C} and {A,} is a sequence of positive real numbers.

Recently, a number of researchers proposed various iterative methods for solving the prob-
lems via fixed point algorithms; see, e.g., [10, 11, 13, 19, 20] and the references therein. Note
that if A is not inverse-strongly monotone, then the sequence defined by the projected-gradient
method above may fail to converge to its solution.

A widely recognized method for resolving the variational inequality problem in the Euclidean
space R” is the extragradient method, which was developed by Korpelevich [8]. The extragra-
dient method reads as follows: select an initial point xq in C, and, for each n > 0, compute

Yn = PC(xn_lnAxn)a
Xn+1 = PC(xn_A‘nA)’n)y

where A is a Lipschitz monotone operator with the constant L and {4, } is a sequence in (O, %)
If VI(C,A) is not empty, the sequence, {x,}, generated by this method converges weakly to an
element in VI(C,A).

Recently, the convex feasibility problems with fixed point problems and variational inequal-
ity problems attracted much attention in the fields of nonlinear optimization. Nadezhkina and
Takahashi [12], Yao and Yao [22], and Zeng and Yao [23] proposed several iterative methods
for finding solutions in the intersection of F(7') and VI(C,A), where T is a nonexpansive map-
ping and A is a monotone operator. In particular, in [22], Yao and Yao developed a strong

convergence theorem in a real Hilbert space under certain suitable conditions.
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The results in [12], [22], and [23] were established under the assumption that the intersection
of F(T) and VI(C,A) is not empty.

In 2008, Ceng et al. [3] presented a system and an iteration method, known as the relaxed
extragradient method for fixed point problems and variational inequality problems. They inves-
tigated the problem of finding a point (x*,y*) € C x C for all x € C that satisfies the following
constraints

(1.1)
(x—y*, BAxx* +y* —x*)

(x—x",0A1y" +x*—y*) >0,
>0,
where operators Aj,A, : C — H are inverse-strongly monotone and parameters @ and 3 are
nonnegative.
In 2019, Siriyan and Kangtanyakarn [18] introduced a new system of variational inequalities
in a real Hilbert space by modifying (1.1). Find a point (x*,y*,z") in C x C x C such that, for
allx e C,

(x—x*,x* — (I —a1Ay)(bx* + (1 = b)y*))
(x—y",y" = (I = pAy) (bx" + (1 -
(x—2",7" — (I — o3A3)x*) >0,

(1.2)

where mappings A1,A>,A3 : C — H are inverse-strongly monotone, and o,0p,03 > 0 and
b € |0, 1] are constants.
By setting b = 01in (1.2), we have

(x—x"x" —(I—a1Ay)y*) >0,
(x—=y",y" = (I — aA)z") > 0, (1.3)
(x—z",7* — (I — a3A3)x*) > 0.

By setting x* = z* and A3z = 0, the new system problem (1.2) can be reduced to general
system problem (1.1). Additionally, a new iteration process was introduced to find solutions
of problem (1.2). Researchers developed strong convergence theorems for solutions of the
variational inequality problem by using the condition on the fixed point set and the solution set
of variational inequalities, which is non-empty according to [3, 23].

In 2013, Kangtanyakarn [7] proposed a strong convergence theorem for finding solutions to
both the fixed point problem of a nonexpansive mapping 7" and the solution set of the variational
inequality problem associated with a mapping A : C — H in the framework of Hilbert space
without assuming that VI(C,A)NF(T) # 0. This was done by utilizing necessary and sufficient
conditions. In this paper, we present a new iteration method for finding approximate solutions
to both (1.2) and the fixed point problem of a nonexpansive mapping 7 in a real hilbert space.
Unlike previous methods, this approach does not require the condition F (7)) N F(G) # 0, where
G is a mapping defined in Lemma 2.1. Our method is inspired by the prior research of Siriyan
and Kangtanyakarn [18] and Kangtanyakarn [7]. In addition, we use our main theorem to
investigate the General Split Feasibility Problem (GSFP) and provide numerical examples to
validate our results.
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2. PRELIMINARIES

Let P be the metric projection of H onto C, that is, for every x € H, there is a unique nearest
point Pcx in C such that ||Pcx — x|| = minycc ||y — x||. It is known that Pc has the following
properties:

1) Pc is firmly nonexpansive, i.e.,

(Pex — Pey,x—y) > HPCx—PCyH2 forall x,y € H.

11) Foreach x € H,
(x—z,z—y) >0& z=Pexforally € C.
The following known results are valid in a real Hilbert space H:
i) [|lx+y||* < ||x]|>+2(y,x+y) forall x,y € H.
i) |jax+ (1 —a)y|* = allx)|>+ (1 — o) ||y||> — (1 — &)||x—y]||*> forall x,y € H and & € [0, 1].
iii) || Aix+-Aoy+ A3zl = A [|x]|* + A2 [y [P+ Aa[2][* — As Az Jx =yl = A1 As]lx —2]|* — A2 s |y —
z||? for all x,y,z € H and Ay, 42,43 € [0,1] with A; + A, + A3 = 1.

Lemma 2.1. [18] Let A|,A3,A3 : C — H be three mappings. For oy, 0,03 > 0 and b € [0, 1],

the following assertions are equivalent
i) The solution of problem (1.2) is (x*,y*,z") € C x C x C,
ii) x* € F(G), where defined G : C — C for all x € C by

G(x) = Po(l—ouAy) (bx+ (1= b)Pe(I — ) (bx+ (1 — b)Pe(l — a3A3)x)>,

where y* = Pc(I — 0pA) (bx* + (1 — b)z*) and z* = Pe(I — 03A3)x*.

We denote strong convergence of a sequence by symbol —, and weak convergence by symbol

Lemma 2.2. [14]. For any sequence {x,} that converges weakly to x, x, — x, the inequality
liyl;l’_l)iorolfon —x|| < lir{gigfﬂxn —y|,YyeH
holds for all y # x.
We remark that the Opial’s condition holds in Hilbert spaces.

3. MAIN RESULTS

Theorem 3.1. Let C be a nonempty, convex and closed subset of a real Hilbert space H and T be
a nonexpansive mapping defined on C. Let Ay : C — H be L-lipshitz vy -strongly monotone with

L<n< % and let Ay,As : C — H be 1, y3-inverse-strongly monotone. For every oy € (0,7;),
o € (0,27), a3 € (0,273), define G : C — C by
G(x) = Pe(I — 04Ay) <bx+ (1= b)Pe(I — arAn) (bx+ (1 — b)Pe(I — Oc3A3)x)) ,VxeC,
where b € [0, 1]. Suppose that x| € C and let {x,} be a sequence generated by
Xnp1 = G(Axy + (1= A)Txy), (3.1)

foralln>1and A € (0,1). Then these statements are equivalent:
i) the sequence {x,} defined by (3.1) converges strongly to x* € F(T)NF(G),
ii) li_r)n || — Txy|| = 0.
n—oo
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Proof. Assume that {x,} converges strongly to x* € F(T)NF(G). Since x* € F(T)NF(G),
then

[0 = T | < flogn = o7 (1727 = T | < 2 =27,

which implies that lim,,—e ||x, — Tx,|| =0
Let lim;,—se ||x, — Tx,|| = 0. First, we demonstrate that G is a contraction. From the fact that
A1 : C — H 1s L-lipshitz and ¥, strongly monotone, we have

1(1 = owAp)x— (I = cuAr)y|)?
= lx—y|*+ a?||Aix—Ay||* — 204 (x — y,Ajx — Ary)
< (1=oum)?[lx =yl
that is,
11— ouA)x— (I —onAr)y[| < (1—oun)llx—yl.
Since Aj is p-inverse strongly monotone and o € (0,27, ), we have
1(7 = eaA2)x — (I - 00A2)y|>

= [|x — y||* + 03 [|A2x — Asy||* — 200 (x — y,Aox — Aoy)
< |lx—=y|I> — 0229 — )| A2x — Asy|)?,

that is,
(I — 02A2)x — (I — A2yl < [lx—yl|.

Hence Pc(I — A7) is a nonexpansive mapping. By employing the method used above, we
have (I — 03A3) and Po(I — a3A3) are also nonexpansive. Let x,y € C. Then,

|Gx— Gy
=(1- 061?’1)Hb(x—)’) +(1-a) (PC(I_ A7) (bx + (1 —b)Pc(l — a3A3)x)

— Pe(I — apA2) (by+ (1 — b)Pe(I — a3A3)y )H

<(1-ap) (be—yH + (1= b) | Pell = a22) (b -+ (1= b)Pe(l - 0343)x)
— Pe(I — apA0) (by+ (1 — b)Pe(I — a3A3)y) H)

< (1= ) (Bl + (1-8) (bl 3] + (1) [P - oz}

—Pe(l— 063A3))’H)>

<(1—=amn)llx—yl,
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which demonstrates that G is a (1 — @;7;) contraction. Since G is a (1 — a;7;) contraction and
T is a nonexpansive mapping, we conclude

1 =5all < (1= @) | (Ao + (1= 2)T) = (At 4+ (1= )T, )|

S(1—ocm)(len—xn-lH+(1—7t)||Txn—TXn—1||)
< (1—a1m)|lxn —xn—1|

< (T—auy) (1= )|t —x2]))
<(1—ouy1)’|[xn—2—xu 3

< (I—=oun)"|lxr —xoll-
For any number n,k € N, we conclude

n+k—1
[k —xall <Y llxjn = x;
j=n
n+k—1 )
< Y (1—oun)’[lx —xoll
j=n
< (1 - alYl)n ||
—1- (1 — (Xl’)/l)
Since lim, (1 — 01 71)" = 0, we have that {x,} is a Cauchy sequence. Thus there is x* € C

such that lim,,_, x, = x*. In view of lim, .« ||x, — T'x,,|| = 0, and the Opial’s property, we have
x* € F(T). From definition of x, and x* € F(T), we have

x1 — x|

HG(?Lx,H—(l —A)Tx,) — Gx* X (L= )| T — x| < [ — 7],

which demonstrates that
X = ,}EEOX"H = nan}oG()“X" +(1—=21)Tx,) = Gx*.

It follows that x* € F(G), so x* € F(T)NF(G). Therefore {x,} converges strongly to x* €
F(T)NF(G). This completes our proof. O

By using Theorem 3.1, we obtain the method for solving a general system of variational
inequalities (1.2) without assumption F(T)NF(G) # 0.
Finally, we give the following example.

Example 3.2. Let R be the set of real number, C = {x € R|(x,u) = £}, and

E—(ou)

ch =x-+
[Jul]?

with u =2 and & = 5. Let the sequence {x,} be generated by x; € C, x,,+.1 = Pc(I — %A 1)x, for
all n € N, where A is mapping on R defined by Ajx = 7. Then {x, } convergence strongly to %
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Observe that the sequence can be rewritten as

1
Xn+1 = PC(I_ §A1)xn
1 1 3
= Pe(l—3A1) <bI+ (1= b)Pe(I — 2A7) (BT + (1 — b)Pe(I — 3A3)1)>(an+ %),

where A, = A3 =0, b = 0. Putting
1
G=re(l— §Al)(bl+ (1= b)Pe(I —2A7) (bl + (1 —b)PC(I—3A3)I)>.

It is obvious that / is a nonexpansive mapping, and lim, . ||x, — Ix,|| = 0. From theorem 3.1,
we have that {x,} converges strongly to % € F(T)NF(G).

4. APPLICATIONS

In this section, we apply our main results to the general system of variational inequality and
fixed points of a nonexpansive mapping provided that F(T) N F(G) is non-empty.

Theorem 4.1. Let G,T,A|,A,As, be mappings and &y, 0,03,%,%:,V3,b, A be defined as in
Theorem 3.1. If F(T) NF(G) # 0, then the sequence {x,} define as in (3.1) converges strongly
tox* € F(T)NF(G).

Proof. From Theorem 3.1, we see that {x, } is a Cauchy sequence with {x, } converging strongly
to x* € C, which implies that

,}i_I&Hx”“ — x| =0. 4.1)
Fixing p € F(T)NF(G), we have
bene1 = plI* = 1G (A + (1= A)Toxn) = p?
< A= p)+ (1= 2)(Txu = p)|®
< Jn = PP = A (1= 2) Jxw — T,
which yields that

A= 2) e = Toxal|* < (llxn = Pl + 1 = Pl 1 =5

From (4.1), we have lim,_,« || Tx,;, — x,|| = 0. By Theorem 3.1, ii) — i), we conclude that se-
quence {x,} converges strongly to x* € F(T) N F(G). Thus the proof is complete. O

Split Feasibility Problem (SFP) is a type of optimization problem whose goal is to find a
solution that simultaneously satisfies two or more constraints that are given in the form of
separate feasibility problems. The SFP is often encountered in a variety of fields, including
signal processing, control systems, and image processing.

Let C and Q be convex and closed subsets in Hilbert spaces H; and H», respectively. Censor
and Elfving [4] defined this problem is to find x* in C Dx* € Q, where D is a linear and bounded
operator from H; to H,. Notice that the SFP can be transformed into constrained minimization
problems, fixed point problems, and variational inequality problems. Recently, various iterative
algorithms were introduced to investigate solutions of the SFP; see, e.g., [5, 6, 16] and the
references therein.
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In 2019, Kangtanyakarn [6] introduced the Generalized Split Feasibility Problem (GSFP),
which is to find a point x* in C such that Dx*, Dyx* € Q, with D, : H| — H; being a bounded
linear operator. The set of all solutions to the GSFP is denoted by I' = {x € C : Dx,Dyx € Q}.
If D1 = D, the GSFP is reduced to the SFP. Kangtanyakarn presented the following results to
solve the GSFP.

Lemma 4.2. [6]. Let C,Q be closed and convex subset of two real Hilbert spaces Hy and H»,
respectively. Let D1,D; : Hy — Hj be bounded linear operators with D7, D5 are adjoint of D1
and Dy, respectively. Let I be a nonempty set. Then, the followings are equivalent:
i)x* el
Di(I=Fg)Dy | D;(I—Pp)Dy
2 + 2

ii)x*:PC<I—b< ))x*,forallb>0,
. _ _ 2
where Lp,,Lp, are spectal redius of D{Dy and D3D,, respectively with b € (0, Z) and L =
max{Lp,,Lp,}.
Theorem 4.3. Let C,Q be closed and convex subsets of two real Hilbert spaces H\ and H,.
Let D1,D; be bounded linear operators from Hy to Hy with adjoints D},D; and I"' # 0. The

mappings A1,A2,A3,G and constants o, 0p,03,Y1,%, V3,4, A are defined as in Theorem 3.1.
The mapping T in equation (3.1) is defined as

- (I_B<D>;(1—PQ)D1 . D;(I—PQ)D2)>’

2 2

- 2
where Lp, and Lp, are spectal redius of DiDy and D5D,, respectively with b € (0, Z) and
L =max{Lp,,Lp,}. If F(I')NF(G) # 0, then the sequence {x,} define as in (3.1) converges
strongly to x* € F(I')NF(G).

Proof. The conclusion can be derived from Theorem 4.1 and Lemma 4.2 immediately. U

Example 4.4. Let R be the set of real number and A{,A,,A3 be the mappings defined from
0,30] to Rby Ajx =251, Apx = %31 and A3x = 271, Let T be a mapping from [0, 30] into itself
defined by Tx = ’%3 for all x € [0,30]. Let x; € R and {x, } be generated by (3.1), where » =0.5,
o = %, =1 a3=15and A = % By the definition Aj,A>,As,and T, {1} € F(T)NF(G).
Theorem 4.1 implies that sequence {x, } converges strongly to 1.

Figure:Convergence of X

5 T T T T T T T T
[—]

45

ab
3.5
& 3F
251
ol

151

1 L I L L L L
0 2 4 6 8 10 12 14 16 18 20

FIGURE 1. The convergence of the sequence {x;, }.
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TABLE 1. The sequence {x,} starting with x; =5

Xp no Xx

5 11 1.0009
2.7361 | 12 1.0004
1.7535 | 13 1.005
1.327 |14 1.0022
5 15 1.0009
2.7361 | 16 1.0004
1.7535 | 17 1.0002
1.327 |18 1.0001
9 1.005 |19 1

10 1.0022 |20 1

0 NN WN =S

Example 4.5. Let R be the set of real number,
C= {(xl,xz) € ]R2|x1u1 +xouy = 1’]}

and
N —Xx1u; —X2U2

(ur,uz)
\/u%—f—u%

for all (x1,x;) € R%. Let Aj,A;, A3 be the mappings on C defined by A;(x1,x;) = %(xl —2,xp —
3), Az(xl,XQ) = %(xl —2,x) — 3), and A3()C],x2) = %(xl —2,x) — 3) for all (xl,xz) e€C.LetT
be a mapping from C into itself defined by T (x1,x;) = %(xl +6,x,+9) for all (x1,x;) € C. Let
{(«",x2)} be a sequence generated by (3.1) and (x},x}) € R?, where u = (2,1), 1 =7,b = %,
o =%, 0 =3, 03 =2,and A = §. By the definition Aj,A;,43, and T, (2,3) € F(T) NF(G).
Theorem 4.1 implies that sequence {(x,x5)} converges strongly to (2,3).

Pe(x1,x2) = (x1,x2) +

TABLE 2. The sequence {(x7,x3)} starting with (x},x}) = (5,5).

n o, %)

1 (5 ,5)

2 (3875 , 4.25)

3 (1.3874 , 2.8056)
4 (21452 , 3.1127)
5 (2.1452 , 2.9886)
6 (2.0109 , 3.0106)
7 (19956 , 2.9996)
8 (2.0008 , 3.0011)
9 (1999 , 3)

10 (2.0001 , 3.0001)
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FIGURE 2. The convergence of the sequence {(x},x})}.

5. CONCLUSIONS

In Theorem 3.1, we proposed a new iteration process for solving both fixed point problems
and the general systems of variational inequalities. We also proved the strong convergence
of this process without assuming the existence of solutions for these problems. By letting
b=0and Ay = A3 =0 in Theorem 3.1, we can reduce F(G) = VI(C,A;). The sequence {x,}
defined by modifying (3.1) converges strongly to an element x* € VI(C,A;) N F(T) without
the assumption of F(T)NVI(C,A;) # 0. Using Theorem 3.1, we also proved the convergence
for the general split feasibility problem. To further support our findings, we provided three
numerical examples, Example 3.2, Example 4.4, and Example 4.5.
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