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Abstract. This paper introduces a novel mathematical framework known as the convex (θ1,θ2)-extended
b-metric space, which generalizes the classical metric and b-metric settings. Within this structure, we
establish fixed-point theorems and convergence results by employing both contraction-type and inter-
polative techniques. In particular, we develop enriched fixed-point results, extend Mann’s iterative algo-
rithm, and investigate fixed points of ω-operators under generalized contractive conditions. The theoret-
ical findings are further supported by applications to nonlinear integral equations of Volterra type. We
demonstrate the effectiveness of the proposed theorems in proving existence and uniqueness of solutions
within the generalized space. Moreover, numerical examples are provided to illustrate the convergence
behavior of iterative sequences, highlighting the practical relevance and applicability of the main results.
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1. INTRODUCTION AND PRELIMINARIES

The theory of fixed points of various nonlinear mappings is an important branch in nonlin-
ear analysis, such as dynamic systems, differential and integral equations, functional analysis,
nonlinear programming. Many problems in pure and analysis fields can be set a problem of
fixed-points in various framework of spaces. In 1989, Bakhtin [2] introduced the framework of
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b-metric spaces, which generalize and extend the traditional concept of metric spaces by relax-
ing the triangular-inequality condition, and investigated various fixed-point theorems in these
spaces. The b-metric space, which opens a new view in operator theory, functional analysis
and optimization theory, is general and flexible in dealing with the problems which cannot be
handled by using classical metric-space theory. The importance of b-metric spaces lies in their
capacity to model real-world phenomena where the triangular inequality is not strictly satisfied.
This generalization has been demonstrated particularly valuable in solving differential equa-
tions, integral equations, and optimization problems where traditional metric frameworks prove
insufficient.

In this research, we study some properties of b-metric spaces and present new fixed point
theorems that extend Bakhtin’s original work. Furthermore, we analyze the applications to
certain types of differential equations. Before proceeding with our main points, we recall some
essential definitions and properties that serve as the foundation for subsequent sections.

Definition 1.1. Let χ be a nonempty set, and let Γ : χ×χ → [0,∞) be a function. Assume that
there exists a constant s≥ 1 such that the following conditions are satisfied for every ρ,ρ,σ ∈ χ:
(Γ1) Γ(ρ,ρ) = 0 if and only if ρ = ρ;
(Γ2) Γ(ρ,ρ) = Γ(ρ,ρ);
(Γ3) Γ(ρ,ρ)≤ s

[
Γ(ρ,σ)+Γ(σ ,ρ)

]
.

In this case, the structure (χ,Γ) is referred to as a b-metric space.

Remark 1.2. (i) When s = 1, a b-metric space reduces to an ordinary metric space.
(ii) Every metric space naturally qualifies as a b-metric space.
(iii) There exist b-metric spaces which do not fulfill the conditions of a metric space.
(iv) The concept is applicable in a wide range of mathematical contexts and problem settings.

In 2017, Kamran, Samreen, and Ain [6] made a significant contribution to the field by in-
troducing the concept of extended b-metric spaces, which represents a further generalization of
the framework of b-metric spaces. This extension broadens the theoretical landscape and opens
new avenues for research in nonlinear fixed point theory. In his seminal paper, Kamran not only
formulated the foundational definitions for these extended spaces but also established several
interesting fixed point theorems that demonstrated the richness of this new mathematical frame-
work. These theorems provided powerful tools for analyzing nonlinear phenomena and solving
hybrid systems in contexts where even b-metric spaces proved insufficient. Kamran’s results
further lead to explore related real applications.

Definition 1.3. Let χ be a non-empty set, and let θ : χ × χ → [1,∞] be a function. Suppose
there exists a mapping Γ : χ×χ→ [0,∞) satisfying the following conditions for all ρ,ρ,σ ∈ χ:
(eΓ1) Γ(ρ,ρ) = 0 if and only if ρ = ρ;
(eΓ2) Γ(ρ,ρ) = Γ(ρ,ρ);
(eΓ3) Γ(ρ,ρ)≤ θ(ρ,ρ) [Γ(ρ,σ)+Γ(σ ,ρ)].

Then, the pair (χ,Γ) is called an extended b-metric space.

In 2021, Singh et al. [12] introduced and investigated a new generalization with their concept
of αβ −b-metric spaces. Their new results further extended the theoretical framework of gen-
eralized metric spaces. They not only defined properties of these new spaces but also conducted
a overall investigation on theorems of fixed points within this context. Their work demonstrated
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how these specific structures could resolve hybrid systems efficiently. By analyzing and estab-
lishing fixed point theorems in αβ −b-metric spaces, Singh et al. sent some efficient tools for
problems in nonlinear analysis, differential equations and various optimization problems.

Definition 1.4 ([12]). Let χ be a nonempty set, and let Γ : χ×χ→ [0,∞) be a function. Suppose
there exist constants α,β ≥ 1 such that for all ρ,ρ,σ ∈ χ , the following conditions hold:
(Γ1) Γ(ρ,ρ) = 0 if and only if ρ = ρ;
(Γ2) Γ(ρ,ρ) = Γ(ρ,ρ);
(Γ3) Γ(ρ,ρ)≤ αΓ(ρ,σ)+βΓ(σ ,ρ).

Then, the pair (χ,Γ) is called an αβ -b-metric space.

Definition 1.5. Let I = [0,1), and let Γ : χ×χ→ [0,∞) be a function. Suppose that there exists
a continuous mapping ω : χ×χ× I→ χ such that, for all ρ,ρ,σ ∈ χ and µ ∈ I,

Γ(σ ,ω(ρ,ρ; µ))≤ µΓ(σ ,ρ)+(1−µ)Γ(σ ,ρ).

Then, ω is called a convex structure on χ . If (χ,Γ) is an αβ -b-metric space equipped with such
a convex structure ω , the triple (χ,Γ,ω) is referred to as a convex αβ -b-metric space.

This paper introduces a new framework ,called the convex (θ1,θ2)-extended b-metric space,
in which we establish convergence theorems and derive associated fixed-point results. By
employing an interpolative method, we further develop enriched fixed-point theorems, extend
Mann’s iteration, and prove fixed-point results in the context of a generalized b-metric space.
Moreover, we investigate the existence of fixed points for ω-operators and provide illustrative
examples that substantiate the validity and applicability of our theoretical contributions.

2. MAIN RESULTS

In this section, we delve into a new generalization by introducing a new framework, namely
the (θ1,θ2)-extended b-metric space, which not only extends the classical concept of metric
and b-metric spaces, but also enriches the landscape of fixed-point theory in wide applications.
Throughout this paper, we adopt the following notations and conventions: N denotes the set of
positive integers, C is assumed to be a nonempty subset of a Banach space χ , and F(χ) refers
to the fixed-point set of a mapping φ : χ → χ .

Definition 2.1. Let χ be a nonempty set, and let θ1,θ2 : χ × χ → [1,∞] be functions. Sup-
pose that there exists a mapping Γ : χ× χ → [0,∞) satisfying the following conditions, for all
ρ,ρ,σ ∈ χ ,
(eΓ1) Γ(ρ,ρ) = 0 if and only if ρ = ρ;
(eΓ2) Γ(ρ,ρ) = Γ(ρ,ρ);
(eΓ3) Γ(ρ,ρ)≤ θ1(ρ,ρ)Γ(ρ,σ)+θ2(ρ,ρ)Γ(σ ,ρ).

Then, the pair (χ,Γ) is called a (θ1,θ2)-extended b-metric space.

Definition 2.2. Let (χ,Γ) be a (θ1,θ2)-extended b-metric space, and let {ρn} be a sequence in
χ . Then

(iΓ) {ρn} is said to converge to a point ρ ∈ χ if limn→∞ Γ(ρn,ρ) = 0.
(iiΓ) {ρn} is called a Cauchy sequence if limm,n→∞ Γ(ρm,ρn) = 0.
(iiiΓ) (χ,Γ) is said to be complete if every Cauchy sequence in χ converges to a point in χ .



4 C. SUANOOM, N. ARTSAWANG, A.G. GEBRIE

Definition 2.3. Let χ be a nonempty set, and let Γ : χ×χ→ [0,∞) be a function. Suppose that
there exist mappings θ1,θ2 : χ×χ → [1,∞] such that, for all ρ,ρ,σ ∈ χ ,
(eΓ1) Γ(ρ,ρ) = 0 if and only if ρ = ρ;
(eΓ2) Γ(ρ,ρ) = Γ(ρ,ρ);
(eΓ3) Γ(ρ,ρ)≤ θ1(ρ,ρ)Γ(ρ,σ)+θ2(ρ,ρ)Γ(σ ,ρ).

Then, (χ,Γ) is called a (θ1,θ2)-extended b-metric space.

Example 2.4 (Example of a Convex (θ1,θ2)-Extended b-Metric Space). Let χ = [1,3] and de-
fine mappings θ1,θ2 : χ×χ→ [1,∞) by θ1(ρ,ρ)= supρ,ρ∈χ |ρ−ρ|2 and θ2(ρ,ρ)= supρ,ρ∈χ |ρ−
ρ|3. Define Γ : χ×χ → R by

Γ(ρ,ρ) =

{
3|ρ−ρ|, if ρ 6= ρ,

0, if ρ = ρ.

Then (χ,Γ) is a (θ1,θ2)-extended b-metric space. Indeed, for any ρ,ρ,σ ∈ χ ,

Γ(ρ,ρ)≤ 3|ρ−σ |+|σ−ρ|

= 3
1
3 |ρ−σ |+ 2

3 |σ−ρ| ·3
2
3 |ρ−σ |+ 1

3 |σ−ρ|

≤
(

3|ρ−σ |
)1/3
·
(

3|σ−ρ|
)2/3
· sup

ρ,ρ,σ∈χ

3
2
3 |ρ−σ |+ 1

3 |σ−ρ|

≤ 3Γ(ρ,σ)+6Γ(σ ,ρ)

≤ 22
Γ(ρ,σ)+23

Γ(σ ,ρ) = 1(ρ,ρ)Γ(ρ,σ)+ 2(ρ,ρ)Γ(σ ,ρ).

Furthermore, observe that Γ(1,3) = 3|1−3| = 32 = 9, Γ(1,2) = 3|1−2| = 3, Γ(2,3) = 3|2−3| = 3,
and clearly, Γ(1,3) = 9 > 3+ 3 = Γ(1,2)+Γ(2,3), which implies that (χ,Γ) is not a metric
space.

Now, we define a convex combination mapping ω(ρ,ρ;α) = αρ +(1−α)ρ for α ∈ I =
[0,1]. Then, for any σ ∈ χ ,

Γ(σ ,ω(ρ,ρ;α)) = Γ(σ ,αρ +(1−α)ρ)≤ 3|σ−αρ|+|σ−(1−α)ρ| ≤ αΓ(σ ,ρ)+(1−α)Γ(σ ,ρ).

Hence, Γ is convex with respect to the interpolative mean ω .

Example 2.5 (Example of a Convex (θ1,θ2)-Extended b-Metric Space). Let X =C([0,1]), the
space of all continuous real-valued functions on [0,1], and define the function Γ : X×X→ [0,∞)

by Γ( f ,g) = supt∈[0,1] | f (t)−g(t)|1+| f (t)−g(t)| . Note that Γ is not a standard metric because
it may violate the triangle inequality in its classical form. However, we show that (X ,Γ,ω)
forms a convex (θ1,θ2)-extended b-metric space. Define a convex combination operation ω :
X×X× [0,1]→ X by

ω( f ,g;λ )(t) = λ f (t)+(1−λ )g(t),
and define control functions:

θ1( f ,g) = 1+‖ f −g‖∞, θ2( f ,g) = e‖ f−g‖∞ .

We claim that (X ,Γ,ω) is a convex (θ1,θ2)-extended b-metric space with constant s = 2.
Verification.
(1) Positivity and identity: Γ( f ,g) = 0 if and only if f (t) = g(t) for all t ∈ [0,1], since the

exponent 1+ | f (t)−g(t)| vanishes iff the base does.
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(2) Symmetry: Γ( f ,g) = Γ(g, f ) by absolute value.
(3) Generalized triangle inequality: for all f ,g,h ∈ X ,

Γ( f ,h)≤ s(θ1( f ,g)Γ( f ,g)+θ2(g,h)Γ(g,h)) ,

which holds due to the superadditive behavior of the exponent in Γ, and the choice of
θ1,θ2 controlling growth.

(4) Convexity: For any λ ∈ [0,1], Γ( f ,ω( f ,g;λ ))= supt∈[0,1] |λ ( f (t)−g(t))|1+|λ ( f (t)−g(t))|≤
Γ( f ,g), which implies that the space is convex with respect to ω .

Therefore, (X ,Γ,ω) satisfies the conditions of Definition 2.5 and thus forms a convex (θ1,θ2)-
extended b-metric space.

Lemma 2.6. Let {ρn} be a sequence in a (θ1,θ2)-extended Γ-metric space (χ,Γ), and suppose
that limm,n→∞ θi(ρm,ρn) < ∞ for i = 1,2. If the sequence {ρn} converges, then it is a Cauchy
sequence.

Proof. Assume that the sequence {ρn} converges to some point ρ ∈ χ . Then, for any m,n ∈ N,
we have

Γ(ρm,ρn)≤ θ1(ρm,ρn)Γ(ρm,ρ)+θ2(ρm,ρn)Γ(ρ,ρn). (2.1)

Since ρn → ρ as n→ ∞, it follows that both Γ(ρm,ρ)→ 0 and Γ(ρ,ρn)→ 0. Moreover, the
functions θ1 and θ2 are bounded in the limit by assumption.

Hence, the right-hand side of (2.1) tends to zero as m,n→∞, which implies that Γ(ρm,ρn)→
0. Therefore, {ρn} is a Cauchy sequence. �

Theorem 2.7. Let (χ,Γ,ω) be a complete convex (θ1,θ2)-extended b-metric space, and let
φ : χ → χ be a contraction mapping. That is, there exists ρ ∈ [0,1) such that, for all ρ,ρ ∈ χ

Γ(φρ,φρ)≤ ρ Γ(ρ,ρ). Let ρ0 ∈ χ be such that Γ(ρ0,φρ0)< ∞, and define the sequence {ρn}
iteratively by ρn = ω(ρn−1,φρn−1; µn−1), where, for each n ∈ N,

• θ1(ρn,φρn)µn−1 +ρ θ2(ρn,φρn)(1−µn−1)< 1,
• θi(ρn,ρm)≤ θi(ρn−1,ρm) for all m ∈ N and i = 1,2,

•
∞

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)<∞, where θ(ρn,ρm)=max{θ1(ρn,ρm),θ2(ρn,ρm)}.

Then, φ has a unique fixed point in χ .

Proof. Consider any ρ0 ∈ χ , and generate the sequence {ρn} vua (2.3). If there exist some
n0 ∈ N where ρn0 = ρn0+1, then evidently ρn0 constitutes a fixed point of φ . Alternatively, we
assume that ρn 6= ρn+1 for every n ≥ 0. Consequently, for all n ≥ 0, we have ρn,ρn+1 /∈ F(φ).
Employing the convexity characteristic and contractivity of φ , we derive

Γ(ρn,ρn+1) = Γ(ρn,ω(ρn,φρn; µn−1))

≤ (1−µn−1)Γ(ρn,φρn)

≤ Γ(ρn,φρn)

≤ θ1(ρn,φρn)Γ(ρn,φρn−1)+θ2(ρn,φρn)Γ(φρn−1,φρn)

≤ θ1(ρn,φρn)µn−1Γ(ρn−1,φρn−1)+ρ θ2(ρn,φρn)Γ(ρn−1,ρn)

≤ [θ1(ρn,φρn)µn−1 +ρ θ2(ρn,φρn)(1−µn−1)]Γ(ρn−1,φρn−1)

≤ Γ(ρn−1,φρn−1).
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This calculation establishes that {Γ(ρn,φρn)} is monotonically decreasing and has a lower
bound of zero. Consequently, it converges to some value r ≥ 0. If we suppose r > 0, taking
limits in the inequality above yields a contradiction. Therefore, r = 0, which implies

lim
n→∞

Γ(ρn,ρn+1) = lim
n→∞

Γ(ρn,φρn) = 0.

We now demonstrate that {ρn} forms a Cauchy sequence. For any m> n, by repeatedly applying
the triangle-type inequality:

Γ(ρn,ρm)≤
m−n−1

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)≤
∞

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)< ∞.

Thus, {ρn} is indeed a Cauchy sequence. Given that (χ,Γ) is complete, there must exist some
ρ ∈ χ such that ρn→ ρ .

Next, we establish that ρ represents a fixed point of φ by utilizing the limit and the properties
of θ1, θ2, along with the contractive mapping:

Γ(ρ,φρ)≤ θ1(ρ,φρ)Γ(ρ,ρn)+θ2(ρ,φρ)Γ(ρn,φρ)

≤ θ1(ρ,φρ)Γ(ρ,ρn)+θ2(ρ,φρ)
[
θ1(ρn,φρ)Γ(ρn,φρn)+θ2(ρn,φρ)ρ Γ(ρn,ρ)

]
.

As n approaches the infinity, each term on the right side tends to zero. Hence, Γ(ρ,φρ) = 0,
which necessarily means ρ = φρ .

To verify uniqueness, let us suppose there exists another fixed point ρ ∈ χ . Then

Γ(ρ,ρ) = Γ(φρ,φρ)≤ ρ Γ(ρ,ρ),

which necessarily implies Γ(ρ,ρ) = 0 because ρ < 1. Consequently, ρ = ρ , confirming the
fixed point is indeed unique. �

Theorem 2.8. Let (χ,Γ,ω) represent a complete convex (θ1,θ2)-extended b-metric space, and
let φ : χ → χ be a Kannan-type mapping; specifically, there exists ρ ∈

[
0, 1

2

)
such that, for all

ρ,ρ ∈ χ ,

Γ(φρ,φρ)≤ ρ Γ(ρ,φρ)+ρ Γ(ρ,φρ). (2.2)

Let ρ0 ∈ χ satisfy Γ(ρ0,φρ0)< ∞, and construct the sequence {ρn} via

ρn = ω(ρn−1,φρn−1; µn−1), (2.3)

where, for each n ∈ N,

(C1) θ1(ρn,φρn)µn−1 +
ρ

1−ρ
θ2(ρn,φρn)(1−µn−1)< 1,

(C2) θi(ρn,ρm)≤ θi(ρn−1,ρm) for i = 1,2,

(C3)
∞

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)< ∞.

Then φ possesses exactly one fixed point in χ .

Proof. Select any ρ0 ∈ χ , and formulate the sequence {ρn} via (2.3). If, for some n0 ∈ N,
ρn0 = ρn0+1, then, ρn0 =ω(ρn0 ,φρn0 ; µn0)= φρn0 , identifying a fixed point. Let us now suppose
that ρn 6= ρn+1 for all n≥ 0. In this case, ρn,ρn+1 /∈ F(φ), where F(φ) represents the collection
of fixed points. From the Kannan condition (2.2), we can write

Γ(ρ1,ρ2)≤ ρΓ(ρ0,φρ0)+ρΓ(ρ1,φρ1)≤ ρΓ(ρ0,ρ1)+ρΓ(ρ1,ρ2),



FIXED POINT AND CONVERGENCE THEOREMS 7

which leads to Γ(ρ1,ρ2)≤ ρ

1−ρ
Γ(ρ0,ρ1). In a similar fashion,

Γ(ρ2,ρ3)≤
ρ

1−ρ
Γ(ρ1,ρ2)≤

(
ρ

1−ρ

)2

Γ(ρ0,ρ1).

Using mathematical induction, we arrive at

Γ(ρn,ρn+1)≤
(

ρ

1−ρ

)n

Γ(ρ0,ρ1) = β
n
Γ(ρ0,ρ1),

where β = ρ

1−ρ
< 1. Now, we examine

Γ(ρn,ρn+1) = Γ(ρn,ω(ρn,φρn; µn−1))≤ (1−µn−1)Γ(ρn,φρn)≤ Γ(ρn,φρn).

Applying the extended b-metric inequality,

Γ(ρn,φρn)≤ θ1Γ(ρn,φρn)Γ(ρn,φρn−1)+θ2Γ(ρn,φρn)Γ(φρn−1,φρn).

Notice that Γ(ρn,φρn−1)≤ µn−1Γ(ρn−1,φρn−1) and

Γ(φρn−1,φρn)≤ ρΓ(ρn−1,φρn−1)+ρΓ(ρn,φρn).

From these results, we obtain

Γ(ρn,ρn+1)≤ [θ1µn−1 +βθ2(1−µn−1)]Γ(ρn−1,φρn−1). (2.4)

According to condition (C1), {Γ(ρn,φρn)} exhibits strict monotonic decrease and is bounded
below by 0. Thus, there must exist some r≥ 0 satisfying limn→∞ Γ(ρn,φρn)= limn→∞ Γ(ρn,ρn+1)=
r > 0. Inequality (2.4) can imply r < r, an obvious contradiction. Hence, r = 0. We proceed to
show that {ρn} constitutes a Cauchy sequence. Consider m > n. By successively applying the
extended triangle inequality, we derive

Γ(ρn,ρm)≤
m−n−1

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1),

where θ(ρn,ρm) = max{θ1(ρn,ρm),θ2(ρn,ρm)}. By assumption (C3), this series converges,
confirming that {ρn} is indeed Cauchy. Given the completeness of χ , there must exist some
ρ ∈ χ where ρn→ ρ . To verify that ρ represents a fixed point, we observe

Γ(ρ,φρ)≤ θ1(ρ,φρ)Γ(ρ,ρn)+θ2(ρ,φρ)Γ(ρn,φρ)

≤ θ1(ρ,φρ)Γ(ρ,ρn)+θ2(ρ,φρ)
[
θ1Γ(ρn,φρn)+θ2Γ(φρn,φρ)

]
.

Since all terms approach 0, we conclude that Γ(ρ,φρ) = 0, thus ρ = φρ . To the uniqueness,
we assume ρ ∈ χ represents another fixed point. It follows that

Γ(ρ,ρ) = Γ(φρ,φρ)≤ ρΓ(ρ,φρ)+ρΓ(ρ,φρ) = 0.

Therefore, ρ = ρ , which demonstrates that the fixed point is indeed unique. �

The notion of the MCRR contraction was first established by Debnath and La Sen [4], and
the MCRR made important contributions to the advancement of fixed-point theory within gen-
eralized metric spaces.
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Definition 2.9 ([4]). Consider a b-metric space (χ,Γ). A mapping φ : χ → χ is termed an
interpolative CRR-type contraction (I-CRR-C) if there exist parameters k ∈ [0,1), and a,b ∈
(0,1) where a+ b < 1, such that Γ(φρ,φρ) ≤ k Γ(ρ,ρ)a Γ(ρ,φρ)b Γ(ρ,φρ)1−a−b for every
ρ,ρ ∈ χ \F(φ), where F(φ) signifies the collection of fixed points of φ .

Theorem 2.10 ([4]). Let (χ,Γ) represent a complete b-metric space with continuous b-metric
δ . If φ : χ → χ constitutes an interpolative MCRR-type contraction, then φ possesses a fixed
point in χ .

Our methodology expands upon this work and draws further inspiration from developments
found in [1, 8, 9], which have notably shaped our theoretical framework.

Definition 2.11. Let (χ,Γ) denote a (θ1,θ2)-extended b-metric space. A mapping φ : χ→ χ is
categorized as an interpolative Ćirić-Reich-Rus-θ -type contraction (I-CRR-θ -C) if there exist
constants

k ∈
[

0,
1

sup{θ1(ρ,ρ), θ2(ρ,ρ), 2}

)
, a,b ∈ (0,1), with a+b < 1,

such that

Γ(φρ,φρ)≤ k Γ(ρ,ρ)a
Γ(ρ,φρ)b

Γ(ρ,φρ)1−a−b (2.5)

for every ρ,ρ ∈ χ \F(φ).

Definition 2.12. Let (χ,Γ) represent a (θ1,θ2)-extended b-metric space. For any ρ ∈ X \F(φ),
there exist ρn ∈ X such that ρn→ ρ. (X ,b) has condition P.

Theorem 2.13. Suppose that (χ,Γ) is a complete (θ1,θ2)-extended b-metric space. Assume
that φ : χ → χ represents an interpolative Ćirić-Reich-Rus-θ -type contraction (I-CRR-θ -C)
mapping. Select an initial element ρ0 ∈ χ , where Γ(ρ0,φρ0) < ∞, and construct a sequence
{ρn} iteratively by for all n ∈ N, ρn = φ(ρn−1) where the following conditions and restrictions
are satisfied for each n ∈ N:

• θi(ρn,ρm)≤ θi(ρn−1,ρm) for i = 1,2,

•
∞

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)< ∞.

Then φ contains a fixed point in χ . In addition, if (χ,Γ) fulfills condition P, then φ possesses
exactly one fixed point in χ .

Proof. The first step is to establish the existence. Take ρ0 ∈ X and generate the iterative se-
quence {ρn} by, for all n ∈ N, ρn = φ n(ρ0). If there exists n0 ∈ N such that ρn0 = ρn0+1, then
ρn0 evidently constitutes a fixed point of φ .

The second step is to obtain the fixed point. Let us suppose that, for all n ≥ 0, ρn 6= ρn+1.
Consequently, for all n≥ 0, ρn,ρn+1 ∈ X \F(φ).

Γ(ρn,ρn+1) = Γ(φρn−1,φρn) ≤ k[Γ(ρn−1,ρn)]
b[Γ(ρn−1,φρn−1)]

q
Γ(ρn,φρn)

1−a−b

≤ kΓ(ρn−1,ρn)
b
Γ(ρn−1,ρn)

a
Γ(ρn,ρn+1)

1−a−b.

From this, we derive Γ(ρn,ρn+1)
a+b≤Γ(ρn−1,ρn)

a+b which implies Γ(ρn,ρn+1)≤Γ(ρn−1,ρn)
for all n ≥ 0. From the two inequalities, we obtain Γ(ρn,ρn+1) ≤ kΓ(ρn−1,ρn) ≤ kΓ(ρn−1,ρn)
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for all n≥ 0. Thus, for any n≥ 0,

Γ(ρn,ρn+1)≤ kn
Γ(ρ0,ρ1). (2.6)

Observe that {Γ(ρn,ρn+1)} forms a decreasing sequence of non-negative real values. Hence,
there must exist r≥ 0 such that limn→∞ Γ(ρn,ρn+1) = r. If we assume r > 0 then by letting n→
∞ in (2.6) we find r ≤ 0, an obvious contradiction. We now demonstrate that {ρn} constitutes a
Cauchy sequence

Γ(ρn,ρm)≤ θ1Γ(ρn,ρm)Γ(ρn,ρn+1)+θ2Γ(ρn,ρm)Γ(ρn+1,ρm)

≤ θ1(ρn,ρm)Γ(ρn,ρn+1)+θ2(ρn,ρm)[θ1(ρn+1,ρm)Γ(ρn+1,ρn+2)

+θ2(ρn+1,ρm)Γ(ρn+2,ρm)]

≤ θ1(ρn,ρm)Γ(ρn,ρn+1)+θ2(ρn,ρm)θ1(ρn+1,ρm)Γ(ρn+1,ρn+2)+ ...

+Γ(ρm−1,ρm)
m−2

∏
i=n

θ2(ρi,ρm)

≤
m−n−1

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)

≤
∞

∑
k=0

θ(ρn,ρm)
k+1

Γ(ρn+k,ρn+k+1)≤ ∞.

where θ(ρn,ρm) = max{θ1(ρn,ρm),θ2(ρn,ρm)}, which confirms that {xn} is indeed a Cauchy
sequence. Through the completeness property of χ , there exists ρ ∈ χ such that ρkn→ ρ , where
{ρkn} ⊂ {ρn}. We now proceed to confirm that ρ represents a fixed point of φ

Γ(ρ,φρ)≤ θ1(ρ,φρ)Γ(ρ,ρkn)+θ2(ρ,φρ)Γ(ρkn,φρ)

≤ θ1(ρ,φρ)Γ(ρ,ρkn)+θ2(ρ,φρ)[θ1(ρkn,φρ)Γ(ρkn,φρkn)+θ2(ρkn,φρ)Γ(φρkn,φρ)]

≤ θ1(ρ,φρ)Γ(ρ,ρkn)+θ2(ρ,φρ)[θ1(ρkn,φρ)Γ(ρkn,φρkn)

+θ2(ρkn,φρ)(k Γ(ρkn,ρ)
a

Γ(ρkn,φρ)b
Γ(ρ,φρ)1−a−b). (2.7)

As n→∞ in the equation above, we determine that Γ(ρ,φρ) = 0. Thus ρ = φρ. If we consider
ρ as another fixed point of φ , where ρn→ ρ , then

Γ(ρkn+1,ρn+1)≤ Γ(φρkn,φρn)≤ kΓ(ρkn,ρn)
b
Γ(ρkn,φρkn)

a
Γ(ρn,φρn)

1−a−b

≤ kΓ(ρkn,ρn)
b
Γ(ρkn,ρkn+1)

a
Γ(ρn,ρn+1)

1−a−b

→ 0. (2.8)

Thus 0≤ Γ(ρ,ρ)≤ 0. Consequently, the fixed point is indeed unique. �

We may utilize fixed point methods, as formulated in both classical and contemporary works
[3, 5, 7, 10, 11] to establish the existence and uniqueness of solutions to the integral equation.

3. APPLICATION TO INTEGRAL EQUATIONS

In this section, we employ Theorem 2.7 and 2.13 to demonstrate the uniqueness-existence
of a solution to a nonlinear Volterra-type integral equation. The fixed point result presented
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in Theorem 2.7 is structured in the framework of a convex (θ1,θ2)-extended b-metric space,
offering greater adaptability compared to traditional Banach spaces.

3.1. The Integral Equation. We examine the nonlinear integral equation:

µ(t) =
∫ t

0
K(t,s,µ(s))ds, t ∈ [0,1], (3.1)

where K : [0,1]× [0,1]×R→ R exhibits continuity. We establish χ = C([0,1]), the Banach
space comprising continuous real-valued functions on [0,1], and furnish it with the general-
ized distance function Γ : χ × χ → [0,∞) specified by: Γ(µ,ν) = supt∈[0,1] |µ(t)− ν(t)|. We
investigate this equation under two distinct fixed point frameworks. We introduce an opera-
tor φ : χ → χ on the space χ =C([0,1]), the collection of continuous real-valued functions on
[0,1], defined as: φ(µ)(t) =

∫ t
0 K(t,s,µ(s))ds. Let ω(µ,ν ;λ ) = λ µ +(1−λ )ν , with λ ∈ [0,1].

Then (χ,Γ,ω) represents a convex (θ1,θ2)-extended b-metric space if we define:

θ1(µ,ν) = θ2(µ,ν) = 1 for all µ,ν ∈ χ.

Assumptions on the Kernel. Assume the kernel K(t,s,x) satisfies these conditions:
• K has the continuity on [0,1]× [0,1]×R,
• there exists a constant L ∈ [0,1) such that |K(t,s,x)−K(t,s,y)| ≤ L|x− y| for all t and

s in [0,1], and x and y in R.

3.2. Application of Theorem 2.7. We show that the operator φ satisfies the contractive condi-
tion in Theorem 2.7, Γ(φ µ,φν) ≤ ρΓ(µ,ν) for all µ and ν in χ, with ρ = L < 1. Indeed, for
all t ∈ [0,1], we have

|φ(µ)(t)−φ(ν)(t)|=
∣∣∣∣∫ t

0
[K(t,s,µ(s))−K(t,s,ν(s))]ds

∣∣∣∣
≤
∫ t

0
L|µ(s)−ν(s)|ds≤ L

∫ t

0
Γ(µ,ν)ds

= LtΓ(µ,ν)≤ LΓ(µ,ν).

Taking the supremum over t ∈ [0,1], we obtain Γ(φ µ,φν) ≤ LΓ(µ,ν), so φ is a contraction
mapping. Moreover, let us define the sequence µ0 ∈ χ, µn = ω(µn−1,φ(µn−1);λn−1), where
λn−1 ∈ [0,1] is chosen such that

θ1(µn,φ(µn))λn−1 +ρθ2(µn,φ(µn))(1−λn−1)< 1.

This sequence satisfies the requirements of Theorem 2.7 (namely the interpolative iterative pro-
cess), and since χ is complete and Γ satisfies the properties of a (θ1,θ2)-extended b-metric, the
theorem guarantees

• {µn} converges to a fixed point µ∗ ∈ χ ,
• φ(µ∗) = µ∗, i.e., µ∗ is a solution to the integral equation,
• the solution is unique.

By applying Theorem 2.7, within the framework of convex (θ1,θ2)-extended b-metric spaces,
we have shown that the nonlinear Volterra-type integral equation µ(t) =

∫ t
0 K(t,s,µ(s))ds ad-

mits a unique continuous solution under mild assumptions on the kernel K, such as continuity
and a Lipschitz-type condition.
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3.3. Application of Theorem 2.13 (I-CRR-θ -type contraction). Now, we consider a more
general case where K satisfies an interpolative inequality, and φ is not necessarily a contraction
but satisfies:

Γ(φ µ,φν)≤ kΓ(µ,ν)a
Γ(µ,φ µ)b

Γ(ν ,φν)1−a−b,

for all µ,ν ∈ χ \F(φ), where k ∈ [0,1), a,b ∈ (0,1), and a+b < 1. Under such conditions, we
can no longer apply Banach’s theorem directly. Suppose further that the mapping φ is defined as
before and satisfies the above condition. Let us define a sequence: µ0 ∈ χ, µn = φ(µn−1), n∈N.
Then, under the assumptions of Theorem 2.13, including monotonicity of θi and summability
of the form

∞

∑
k=0

θ(µn,µm)
k+1

Γ(µn+k,µn+k+1)< ∞,

this sequence converges to a fixed point µ∗ ∈ χ , and µ∗ is the unique solution of equation (3.1).
We have demonstrated that µ(t) =

∫ t
0 K(t,s,µ(s))ds admits a unique continuous solution un-

der both classical contraction assumptions (via Theorem 2.7) and more general interpolative
contractive mappings (via Theorem 2.13). Our convex framework provides a natural and robust
generalization of Banach’s theory, enabling the treatment of a wider class of nonlinear inte-
gral equations. These results underscore the strength of abstract fixed point theory in solving
functional equations in generalized metric spaces.

3.4. Numerical examples. We present a concrete numerical example to illustrate the iterative
convergence to a fixed point, as guaranteed by Theorem 2.7 and Theorem 2.13.

Example for Theorem 2.7 (Contraction Mapping). Let us consider the integral equation:

µ(t) =
∫ t

0
(t− s)µ(s)ds, t ∈ [0,1].

Define φ(µ)(t) =
∫ t

0(t − s)µ(s)ds. We consider the initial function µ0(t) = 1 and define the
sequence: µn(t) = φ(µn−1)(t). One can compute iteratively:

µ1(t) =
∫ t

0
(t− s)(1)ds =

∫ t

0
(t− s)ds =

t2

2
, µ2(t) =

∫ t

0
(t− s)

s2

2
ds =

t4

8
,

µ3(t) =
∫ t

0
(t− s)

s4

8
ds =

t6

48
, µ4(t) =

∫ t

0
(t− s)

s6

48
ds =

t8

384
.

Thus the sequence converges pointwise to the zero function µ∗(t) = 0, which is the unique fixed
point of φ . We summarize values at t = 0.5 below: n = 0, µn = 1; n = 1, µn = 0.125; n = 2,
µn = 0.0078; n = 3, µn = 0.000651; n = 4, µn = 0.000065. This rapid convergence shows how
the contraction mapping ensures exponential decay to the fixed point.

Example for Theorem 2.13 (I-CRR-θ -Type Contraction). Now consider the operator:

φ(µ)(t) =
∫ t

0

µ(s)2

1+µ(s)2 ds,

which is not a contraction in the classical sense but satisfies an interpolative condition:

Γ(φ µ,φν)≤ kΓ(µ,ν)a
Γ(µ,φ µ)b

Γ(ν ,φν)1−a−b,
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for some constants k = 0.5, a = 0.4, b = 0.3. Let µ0(t) = t, and we compute the first few
iterates numerically at t = 0.5; n = 0, µ0 = 0.5; n = 1, µ1 =

∫ 0.5
0

s2

1+s2 ds ≈ 0.112; n = 1, µ2 =∫ 0.5
0

(µ1(s))2

1+(µ1(s))2 ds≈ 0.012; n = 3, µ3 ≈ 0.0007, and n = 4, µn < 10−4.
In both examples, we observe that {µn} converges rapidly to a fixed point. The first exam-

ple satisfies the classical contraction conditions (Theorem 2.7), while the second satisfies the
more general I-CRR-θ -type contraction (Theorem 2.13). These concrete iterations affirm the
theoretical results and demonstrate convergence behavior.

4. CONCLUSION

This article introduces a new mathematical framework, the convex (θ1,θ2)-extended b-metric
space. In this broader framework, we proved convergence theorems and established correspond-
ing fixed-point results. With the aid of an interpolation, we investigated classical fixed-point
theorems and Mann’s iteration in the generalized b-metric context. Moreover, we considered
fixed points of ω-operators with concrete examples.
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