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Abstract. In this paper, the control systems governed by Riemann-Liouville fractional differential equa-
tions is introduced in Hilbert spaces. First, C;_4-mild solution to Riemann-Liouville fractional control
system is introduced by means of fractional resolvents. Then by fractional calculus and fixed point theo-
rem, some sufficient conditions are derived to ensure the exact null controllability of Riemann-Liouville
fractional differential equations. Finally, an example is presented to illustrate our abstract results.
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1. INTRODUCTION

The study of fractional differential equations (FDEs) has received much attention in recent
years due to their extensive applications in numerous fields such as physics and engineering.
Fractional differential equations offers a powerful tool to model complex systems with memory
and hereditary properties; see, e.g., [10, 22, 24, 27] for more details. Among the numerous as-
pects of FDEs, controllability stands out as a crucial topic, particularly in the context of control
theory and its applications; see, e.g., [15, 26, 29]. Kalman [17] initiated a systematic investi-
gation on controllability in 1963 when the control theory for time-invariant and time-varying
control systems was developed in state-space form. For some contributions on existence and
controllability results of differential systems, one can refer to previous studies [1, 14, 20] and
the reference therein. Exact null controllability enables to steer the system from initial state to
the origin by using a suitable control input within a finite time frame; see, e.g., [3, 7, 12, 21].
The concept is crucial in practical scenarios, such as stabilizing unstable systems or achieving
specific targets in control processes. Some studies focused on transforming the controllability
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problem into a fixed-point problem by using suitable functional spaces and fixed-point theo-
rems. In [6], Dauer and Balasubramaniam discussed the sufficient conditions for the exact null
controllability of integro-differential systems with infinite delay. Sathiyaraj, Feckan, and Wang
[25] derived some necessary and sufficient conditions for null controllability of linear stochas-
tic delay systems by using perturbed controllability matrix and rank correlation method. These
approaches allow for the application of abstract results from functional analysis to the existence
of control functions that achieve exact null controllability. For fractional differential equations,
exact null controllability introduces additional challenges due to the nonlocal nature of frac-
tional derivatives, which makes the analysis and design of controllers more complex. Authors
of [8, 13] studied the exact null controllability results of some kinds of fractional differential
systems with Caputo derivative. In particular, several approaches such as semigroup theory
were proposed to tackle this problem, via some techniques from functional analysis, operator
theory, and control theory. Unlike classical differential equations, fractional derivatives intro-
duce a memory effect that spans over the entire history of the system. Then One of the key
challenges in studying exact null controllability of FDEs lies in the representation and analysis
of solutions to the corresponding control system.

To the best of our knowledge, the study on exact null controllability of Riemann-Liouville
fractional control systems based on fractional resolvents is still an untreated issue in the liter-
ature. In order to fill this gap, we, in this paper, focus on the exact null controllability of the
following semilinear differential equations with Riemann-Liouville fractional derivative:

{ D%x(t) = Ax(t) + f(t,x(¢)) + Bu(z), t € J' :== (0, b],
lim, o+ T(a)t'~%x(t) = xo,

(1.1)

where % <o <1,A:D(A) CX — X is a linear operator and generates an ot—order fractional
resolvent {Py(t), t > 0} in a Hilbert space X, B is a linear bounded operator from a Hilbert
space U into X, f: J x X — X, J := [0,b], and the control function u(-) is given in L2(J,U).

By means of fractional resolvents for Caputo fractional differential equations, authors of
[5, 28] investigated the nonlocal problems for Caputo fractional differential equations. Using
a-order resolvents, Li and Peng [18] and Fan [11] discussed the solutions to fractional homoge-
neous and inhomogeneous linear differential system, respectively. It is worth noting tha,t within
the framework of Riemann-Liouville fractional resolvents, the properties of fractional differen-
tial equations have not been studied extensively. We list the main contributions and address the
challenges of this paper as follows. Due to the differences in their definitions, resolvent oper-
ators for Caputo derivative and Riemann-Liouville derivative have distinct operator properties,
even though neither of them has the classical semigroup property. As resolvent operator Py (1)
for Riemann-Liouville derivative is unbounded when ¢ is near zero, which is different from Ca-
puto derivative, we employ some constructive approaches to tackle this problem. Moreover, it
is known that, for a compact operator semigroup 7 (¢), it is continuous for # > 0 in the uniform
operator topology. Does this property hold for fractional resolvents? Here we present some
convergence results for the case of fractional resolvents to ensure the uniform continuity for
fractional resolvents; see Lemma 2.5.

The paper is organized as follows. In Section 2, we recall some concepts and facts about
fractional differential equations and fractional resolvents. We also obtain the definitions of mild
solutions and null controllability of system (1.1) via Riemann-Liouville fractional resolvents.
In Section 3, by transforming the controllability problem (1.1) into a fixed point problem, we
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establish the existence and null controllability results for control system (1.1). In Section 4, an
example is presented to illustrate the application of our results.

2. PRELIMINARIES

We denote by C(J,X) the space of X-valued continuous functions on J with the norm ||x|| =
sup{||x(¢)||,# € J}, and LP(J,X) the space of X-valued Bochner integrable functions with the

norm || fl|zr = (fob Hf(t)||”dt)%, where 1 < p < « and B(X) the space of all bounded linear
operators from X to itself. As the solution x(-) to problem (1.1) is unbounded at r = 0, we intro-
duce the space Cj_q(J,X) := {x(:) : -'"%(-) € C(J,X),0 < a < 1}, with the norm ||x||¢, , =
sup{t!~%||x(t)||x : t € J}, where t'~%(t)|;—¢ = lim,_,o+ t'~%x(¢). Obviously C_(J,X) is a
Banach space.

Now we recall some definitions and results on fractional derivative and fractional differential
equations.

Definition 2.1 ([22]). For any f € L'(J,X), the Riemann-Liouville fractional integral of order
a € RT with the lower limit zero for f is defined by I% f(¢) = ﬁ Jot =)L f(s)ds, t >0,
provided the right-hand side is pointwise defined on [0, ), where I'(-) is the Gamma function.

Definition 2.2 ([22]). For any f € L' (J, X), the Riemann-Liouville fractional derivative of order
o € Rt with the lower limit zero for f is defined by

1 dr d”
a _ o n—o—1 — n—o
D) = For— gy g Jp €~ 985 = G2 (1774 (0) >0,
where & € (n—1,n],n € N. If0 < o < 1, then D¥f(¢) = ﬁ% Jo(t—s)"%f(s)ds, t > 0.

We use the symbol x to represent the convolution (f * g)(t) = J; f(t —s)g(s) ds. For the sake

[DC—]

of convenience, let g4(t) := @ fort > 0and g (t) =0 for 7 < 0. Then, for0 < o < 1,
d
I7f(t) = (ga* f)(t), D¥f(2) Za(gl—a*f)(f)-

Definition 2.3 ([18]). Let 0 < o < 1. A family {Py(),r > 0} C B(X) is said to be a resolvent
of ax—order if it satisfies the following assumptions:

(1) Py(-)x € C(R*,X) and lim,_,+ T'(00)t! =Py (t)x = x,x € X;

(2) Py (t)Py(s) = Py(s)Py(t), s,t > 0;

(3) Po(t)IF Py (s) — I*Py(t)Po(s) = ga (1) IFPo(s) — g (8)I* Py (2), 5,8 > 0.

The linear operator A defined by

=P, (Hx— =Lx
«lr e . xeD(A)

Ax =T (2a) lim

r—0t [

is called the infinitesimal generator of fractional resolvent Py(z), where

117%Py (1)x — =A—x
D(A) = {x €X: lim ¢ MO exists 5.

t—0+ e

Notice that Py (¢) is unbounded when ¢ is near zero point, but t' ~*Py(¢) is bounded on J = [0, b].
We denote by M = sup, ¢ ||t!~*Py(1) |-
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Lemma 2.4 ([18]). Let {Py(t),t > 0} be a resolvent of oo—order and A be its infinitesimal

generator. Then
(1) Po(t)x € D(A) and APy (t)x = Pa( JAx for all x € D(A),t > 0.

(2) Forall x € X,t > 0, Py(t)x = ( )x+AI H P (1)x.

(3) Forall x € D(A),t >0, Py(t)x =% x—i—I,“Pa( JAX.
(4) A is closed and densely defined.

W

It is known that, for a compact operator semigroup 7'(¢), it is continuous for # > 0 in the
uniform operator topology. But it is not true for a fractional resolvent {Py(t),t > 0}, so we
need the following convergence results for the fractional case.

Lemma 2.5. Let {t'=%Py(t),t > 0} be equicontinuous and compact Then, foreveryt >0,
(1) limy,_o+ || (£ -+ R)' %Py (1 + h) —T()h' ~%Py (h) -t~ Py (1) || =
(2) limy,+ |11 %P () = T(0t)h' %Py (h) - (t—h)1 %Pyt —h)|| =

Proof. From the compactness of t! %Py (¢) for t > 0, we have the set R, := {t! %Py (t)x : ||x]| <
1} is relatively compact in X for every ¢ > 0. Then we can find a finite family {¢t' =Py ()x; :

xi|| < 1}, C R, satisfying, for every x, ||x|| < 1, and there exists x;, i = 1,--- ,m, such that
i=1
1-o -« €
T Py(t)x—t TPy (x|l < =———————. 2.1
According to Definition 2.3 (1), there exists /; > 0 such that
E
1617 Py (1) xi — T ()R %Py (h) - 11~ %Py (1)xi]| < = (2.2)

forevery 0 < h <1l and 1 <i<m. Ast!~%P,(t) is equicontinuous for ¢ > 0, we can find /, > 0
such that

€
[(z+h)' Py (t 4+ h)x —t' =Py (1)x]| < 3 (2.3)

for every 0 < h <l and ||x|| < 1. Now, for 0 < A < min{l;,lr} and ||x|| < 1, it follows from
(2.1)-(2.3) that

1+ 1) =Py (¢ + )x — T(cr) b Py () -1~ Py (1)
| (£ + 1) Po(t + h)x — 1~ Py (£)x|| + ||t~ “Pa(t)x — '~ P, ()|
+ |1 Py (t)x; — T(c)h' = * Py (h) - 11~ Py ()|
+||T(e)h' Py () -t~ Py (t)x; — T(a)h' =Py (h) -t~ Py (t)x

€

< §+(1+F(a)M)m+3 <e,

which implies that, for every t > 0,

lim ||(t 4+ 7)' = Po(t +h) —T(0t)h' =Py (h) -t =Py (t)|| =
h—0
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(2) Lett >0 and 0 < & < min{¢,b}. Then, for ||x|| < 1, we have
|17 % Po(t)x = T(0t)h' = Py () - (t — h)' = Py (t — h)x||
= ||t P (t)x— (t+h)' Pt + h)x||

+ ||t + 1) TPyt +h)x —T(c)h' ™ Py (h) - 1"~ Py (t)x
+{|T(0) R =Py (h) - [t %Py (£)x — (t — h) %Py (r — h)x] ||
|17 % Po (£)x — (¢t +h) '~ Pyt + h)x||
+ ||t + 1) T Pa(t + h)x —T()h' =Py (h) - '~ Py (t)x|
+T ()M ||t %Py (1)x — (t — h) %Py (r — h)x||,

IN

which implies the desired result by the conclusion of Lemma 2.5 (1) and the equicontinuity of
{t1=%Py(t),t > 0}. O

The exact null controllability for differential equations is connected with the solution to dif-
ferential systems. Now we give the definition of mild solutions to differential control system

(1.1).

Definition 2.6. A function x € C;_4(J,X) is said to be a mild solution to problem (1.1) if
it satisfies x(z) = %xo + AI%x(t) + I*[f (¢,x(¢)) + Bu(z)],t € J', for some control function
ueL*(J,U).

Lemma 2.7. Let o € (0,1) and h € L*(J,X). Then x € C,_o(J,X) is a solution to integral

equation
a—1 .
x(t) = mxo +AI%x(t) +I7h(t),t € J', (2.4)
if and only if x satisfies:
t
X(t) = Pa(t)x0 + / Py(t — $)h(s)ds,t € J'. 2.5)

t(xl

Proof. In view of Lemma 2.4 (2) Py(t)x = 1t"( )x + AI# Py (t)x and go(t) = Fay» Ve have, for
t>0,gq(t) = Py(t)— (Age * Py)(t). Let x(+) be a solution to equation (2.4). Then

which implies x(¢) = Py (t)x0 + fo Pe(t — 5)h(s)ds. On the other hand, suppose that x(-) satisfies
(2.5). Considering the structure of AI%x(¢), by Definition 2.3 (3), we have

(sl_aPa(s) - %) I%x(t) = sl_a[Pa(s)I,aPa (1)x0 — gt () I¥ Py (2 ) x0)

+s' "4 [Po(s) - (IF*Po) # h(t) — ga(s) - (I Po)  h(t)]
= 5" ¥ [Po(t)I Par(s)x0 — galt )IaPa(S) o]

+s' AL Po(5)Po () — I Po(5)gau ()] % (1)
= sITY%P,(s) [x(t) — ga(t)xo — I7R(1)].
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It follows that
(1P (s) — ey ) 1%x(2)

AIfx(r) = lim T(20) sar(“)
5—
= 1i1’61+ T(200)s' %1% Py (5) [x(t) — g (t)x0 — I*(2)]. (2.6)
s—

For x € X, we have

||F(2a)sl_2alsaPa (s)x—x||

H% /01 s' 7T (o) (1= 1) Py (sT)xdT —x

I'2a) /1 1 o1 - Q2a) ! —1 01
1-1)% 1% ' T'(a)(s1t) ~*Py(sT)xdT — / 1-1)% "% xdrH
H[F((X)]z 0 ( ) ( )( ) OC( ) [F(Oc)]2 0 ( )
I'(2a) /1 ~1 a1 -
< ——% | (1=0)%"'t%dr: sup ||T(@)(sT) ~*Py(sT)x—x
[C(a)]* Jo €[0,1] H * ”
< sup ||T(a)(s)' " Pa(sT)x —x||.
7€[0,1]
From Definition 2.3 (1), we have
|T(20)s! 2*1 Py (s)x —x|| = 0, as s — 0. (2.7)
It follows from (2.6) and (2.7) that x(¢) = gq(t)x0 + AL%x(t) + I%h(t), which shows that x is a
solution to equation (2.4). O

According to Lemma 2.7, we can give the definition of mild solution via fractional resolvents.

Definition 2.8. A function x € C;_4(/,X) is a mild solution to problem (1.1) if it satisfies the
following fractional integral equation x(¢) = Py (t)x0 + [o Po(t — 5)[f (5,x(s)) + Bu(s)]ds,t € J'.

Consider the fractional linear control system associated with system (1.1),

{ D%y (t) = Ay(t) + f(¢) + Bu(zr), t € J' :== (0,b], 2.8)
lim,_,o+ T(@)t'=%y(t) = yo, .

where f € L>(J,X).
We define two relevant operators LS : L?(J,U) — X and N§ : X x L*(J,U) — X by

b
Lgu:/ Py (b —s)Bu(s)ds, u € L*(J,U),
0

N(l)’(yo,f) :Pa(b)y0+/0bPa(b—s)f(s)ds, (vo,f) €X ><L2(J,X).

Definition 2.9. Fractional linear differential system (2.8) is called exactly null controllable on
Jif Im L} > Im N}

Remark 2.10. From [9], it is known that linear system (2.8) is exactly null controllable on [0, ]
if and only if there exists a number k > 0 such that ||(L5)*z|| > k|| (N§)*z|| for all z € X.

Similar to the proof of Lemma 3 in [7], where the null controllability of semilinear integrod-
ifferential systems is discussed, we have the following result.
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Lemma 2.11. Suppose that linear system (2.8) is exactly null controllable on [0,b]. Then the
linear operator H := (Lo) "' (N}) : X x L*(J,X) — L?(J,U) is bounded and the control

b
(1) = =00, 1)0) = ~(La) ™ (POt [ Palb=5)7(5)35 ) (1)
transfers system (2.8) from yo to 0, where Ly is the restriction of L} to [Ker L]+

Lemma 2.12 ([30]). Let f € LP(J,X) with 1 < p < eo. Then limy,_q [ || f(t+h) — f(¢)||Pdt =0,
where f(t) =0 fort # J.

3. RESULTS ON EXACT NULL CONTROLLABILITY

In this section, we discuss the sufficient conditions for exact null controllability of control
system (1.1). For this purpose, we need some hypotheses for the control differential system
(1.1). Let Mp = ||B||, My = ||H||, r be a finite positive constant, and set W, = {x € C;_¢(J,X) :
Il < r}.

(H1) {t'=%P,(¢), t > 0} is equicontinuous and compact.

(H2) The function f(¢,-) : X — X is continuous for a.e. ¢ € [0,b] and f(-,x) : [0,b] — X is
measurable for all x € X. Moreover, for any r > 0, there exists a function p, € L2 (J, R+) such
that || f(¢,x)|| < p,(¢) for a.e. € [0,b] and x € X satisfying ||x|| <r.

(H3) Linear system (2.8) is exactly null controllable on [0, b].

Due to Definition 2.8, we define the solution operator Q : Ci_q(J,X) = Ci—_q(J,X) by

(0x)(t) = Py (t)x0 + /Ot Py (t —s)[f (s5,x(s)) + Bu(s)]ds, (3.1)
where
u(t) = —H(xo. f) = —(Lo) ™' (Pa(b)xo + /ObPa(b —5)f(s,x(s))ds) (1), (3.2)
with (Q1x)(t) = Py(t)xo and (Q2x)(t) = J§ Pa(t — 5)[f(s,x(s)) + Bu(s)]ds. Under the control
u(t) defined by (3.2), it is easy to see that

b
x(b) = Py(b)xo+ /0 Pa(b—$)f(s,x(s))ds

[ Palo L) (Palbiso + [ Pulb—5)(5,x(5)ds) (s)as =

which implies that system (1.1) is exactly null controllable.
Now, we discuss the compactness property of Cauchy operator to system (1.1).

Lemma 3.1. Suppose that conditions (H1) — (H3) are satisfied. Then the mapping Qy : W, —
C1—a(J,X) defined by (Q2x)(t) = [§ Pa(t —5)[f(5,x(s)) — BH (x0, f)(s)] ds is compact.

Proof. By the relationship between (Cy—¢(J,X), || -[|c,_,) and (C(J,X), || - ||c), we only need to
prove the set G = {y € C(J,X) : y(t) = t'~*(Q2x)(t), x € W,, t € J} is precompact in C(J,X).

Firstly, we show that, for eacht € [0,5], G(t) = {t!~%(Qxx)(t) : x € W,} is relatively compact
inX. If t = 0, it is easy to see G(0) = 0 is relatively compact in X. For 7 € (0,b] and € € (0,7),
we define a set G®(r) = {y*(¢) : x € W,} C X, where

yE(t) = €' 7%Py () - T(at)r' = /OtgPa(t —s—¢)[f(s,x(s)) — BH(xo, f)(s)] ds.
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By Lemma 2.11, we know

1 (x0, f) |22 < M ([lxoll + [1.f 1l 2) - (3.3)

In view of (3.3), for x € W,, t € (0,b], we have

IN

[#1 7 /Ot_sPa(t —s—¢€)[f(s,x(s)) —BH (xo, f)(s)]ds]|
P [ s ) Rt —s =) (=5 = &) [F(s.x(5)) — B (x0, ) (5] 10
Mpl—¢ /O[8 |(t —s—&)* Y[ f(s,x(s)) — BH (xo, f)(s)]|| ds

t—&

Mb e[ [ == s a)as+ [ =) Ml Hlxo, 1) (5) 0

1 [ pro-1\ 2 pa—l >
= | () Wl (s ) Ml + 151

200—1 200—1
| [ pro-1\ 2 pra—1\ 2
Mbb' <2a_1) Hpr\|Lz+M3(2a_l> My (|Ixo0]l + 1ol 2) | < oo (3.4)

Then G¥(t) is relatively compact in X for each ¢ € (0,b] as the operator £!~%P, (&) is compact
for € > 0. Letz € (0,b] and 6 € (g,7). We have

IA

IA

ly(t) = y5 (@)l
tla[H/o (t—3)""%Py(t —s)- (t—)* " [f(5,x(s)) — BH (x0, f)(s5)] ds

t—&

—EI“Pa(e)F(a)/O (1—s5— &) "OPy(t —s—£)- (1 — )%

[£(s5,x(s)) — BH (xo, f)(s)] ds|| + || &' ~*Pa(€)T() /0 - s—e) Ryt —s—e)
((t =) = (t —s— )" ") [f(5,x(s)) — BH (x0, £)(s)] ds|

L[ 9Pl 5)- (-9 (5,x(5)) ~ BH (o, (5] |

b= /0 )Pt — 5) ~ T(@)E! P Pu(e) ¢ — 5 &) Palt —s—£)]

(t = 5)* || £ (5,x(s)) — BH (x0, £) ()| ds

+b' % /t:;w—s)l“Pa<r—s>—r<a>el“Pa<e><r—s—e>1“Pa<r—s—e>u

(t =5 £(s.5(s)) ~ BH (0, £)(s)] ds
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+ b1 7MT(a0) (/0 [(t—s)* 1 = (t—s—e)al]zds)

(lor]lz2 (1 + MpMp) + MpMpy||xo]|)

t—& 2

+b'7%M t (£ —5)* [ f(s,x(s)) — BH (x0, ) (5)] || ds := J1 +Jo + I3+ Ja,

t—&

where

Ji = bl_“/otsH(t $)ITOPy (1 —5) —T(0)e! %Py (e)(t —s — €)' 7Pyt —s—¢)||
(¢ —s)o‘*1 Hf(s,x(s)) — BH (xo, f (s)” ds,
b = b]_a/z::ﬂ(t ) TOPy (1 —s5) —T(a)e! %Py (e)(t —s— €)' TPyt —s—¢)||

(t— )% | f(5,x(5)) — BH (x0, f)(5)]| ds,

J3 = b'TOMT(a) (/Oz—e [(t—s)*"" - (t—s—e)a_l}zds> i
(Ilprll 2 (1 + MpMp) + MMy || xo||) ,

and

Jy=b"%M t ||(t—s)a_1[f(s,x( )) — BH (x0, f)(s)]]| ds.

t—&

From Lemma 2.5, we know that J; — 0, as € — 0". By the arbitrariness of €, é and absolute
continuity of integral, J, — 0, J4 — 0 are obtained as €,6 — 0". From Lemma 2.12, we have
J3 — 0, as € — 0", Now for 7 € J', we have lim,_,o+ ||y(¢) — y*(¢)|| = 0, which implies that
G(t) ={y(t) : y € G} is precompact in X as there is a family of precompact sets arbitrarily close
to it.

Next, we show the equicontinuity of G on J. Fort € J/, x € W,,, we have

I [ Pate=5)17s.x(5)) ~ B Cx0, 1) 5)]ds
L =5 Palt =) (=9 7(5,406)) ~ B o, ) 0 s
M [ =% x5 +M [ =) [BH o, )] ds

pra—1 3 : , b/ pra-l 3
Ml (2= )+t [ 1160 N0Ras) (55— )

2a0—1

IN

IA

IN

IN

o—1 200 —1
= F, < oo, 3.5)

b % bZa—l 2
Mol (= )+ MMl + o) (51— )



10 M. WANG, S. JI

Let)<e <t <t <b, by (3.5), we have

I

- /0 Pa(ty = )[f(s,5(5)) ~ BH (30, £)(s)]ds

(5}

Po(t2 = 5)[f (s,x(s)) — BH (x0, f)(s)] ds

IN

[ =9 Patt—5)— (0 =)' Pl =)
(12 =9) 7 [F(s.x(5)) ~ B (30,) (5)) s
[ (=9 Palta=9) = (01 -5)'~“Puln =)

1—€&

_|_

(12— )% [/ (5,x(s)) — BH (30, f)(s)] ds |
/Otl (11 —s)l_aPa(tl —5)-[(t2 _S>05—1 — (1 _S)oz—l]
[f(s,x(s)) — BH (x0, ) (s)] dsH

a

| [ =9 Pl =) (= 9% (5,406)) — BH (30, )5)] s
< 0 Rl ) =09 Pl )]

1 . 201 _ (20173
+2Mliprll 55— [(—11+¢€) (2 —1)"*"1]

1

) : [(tz —1 +8)2a71 o <t2 _t1)2a71}%

20 (ol + . 112) 3

+M| o2+ MaMar (ol + 1oy 12)] ( [ -9 - —S)a_l]zds>2

1

1 2 _1
Mo+ Mol + o )] (55 ) 202,

Due to the equicontinuity of {t!'~®P,(t),t > 0}, Lemma 2.12, and the arbitrariness of &, we
have

/;2 Py (t2 —5)[f(s,x(s)) — BH (xo, f)(s)] ds

131

~ | Paltr =)[F(5.x(5)) ~ BH (x. f)(s)]dsH—>O (3.6)

I

as t; — tp independent of x € W,.
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Now, fory € G, 0 <t <t < b, we have

() =yl = (57 [ Palea ) F(s.x()) ~ BH (v0./)(s)] ds

IN

/0;2 Py (t2 — $)[f(s,x(s)) — BH (xq, f)(s)]ds

17

1

| Pl = 8)[f(s,x(s)) — BH (x0, /) (5)] ds

IN

(=1 OF+b 7% /;2 Po(t2 = 5)[f (s, x(s)) — BH (x0, ) (s)] ds

_ /0 " Palt —5)[f(5x(s)) — BH(x0, £)(5)] (

Then it follows from (3.5) and (3.6) that lim;, —;, ||y (t2) — y (#1)|| =0, which leads to the equicon-
tinuity of G on J. By Ascoli-Arzela Theorem, the set G is precompact in C(J,X). Then
02 : W, — Ci_(J,X) is a compact mapping. The proof is completed. 0

Now, we are able to state and prove our main result.

Theorem 3.2. Assume that the hypotheses (H1)— (H3) are satisfied. Then system (1.1) is
exactly null controllable on [0, b].

Proof. We consider the operator Q : C|_y(J,X) — C1_¢(J,X) defined by (3.1). It is easy to see
that if we can get the fixed point of Q, then differential system (1.1) is exactly null controllable
on [0,b]. The proof is divided into three steps.

Firstly, there exists a number r > 0 such that Q maps W, C C|_4(J,X) into itself, where

200—1

3 pRo—1 3
) sl + o) (25— ) |

b
>M pl—@ [M §
2 Mol +5' o .

200 —1
In fact, for x € W,, t € J, we have by (3.5) that
e~ 0x(1) |

1% Py ()0 | + 5"~

IN

/Oz Py (t —5)[f(s,x(s)) — BH (x0, f)(s)] dsH
2a—1

200 — 1

1

% bZ(X—l 2
) + MMMy (||xoll + lo-l 22) (2a—1) ]

IN

Mol 5 [l
< r
Secondly, Q is continuous on W, C Cy_q(J,X). For this purpose, let {x,}_, be a sequence

in W, with lim x,, = x. From hypotheses (H2), (H3), and Lemma 2.11, for ¢t € J, we have

n—o0

(t—s)a_l[f(s,xn(s)) — f(s,x(s))] = 0, ae.se|0,],
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and

(t =) |[BH (x0. £ (5.20())) (s) — BH (x0. £ s.x(s))) )|
< (=) M [H (30, £(5,50(5))) ) — H (x0, £(53(5))) ()

—0 ae. se[0,],

as n — oo. From the Lebesgue dominated convergence theorem, we see that

£ 1(Qx) (1) — (Qx) (1)

< o [ a=9)' Ral =) -9
1. %0(5)) = F5,x()) |+ |BH (x0. £ (5,%0(5))) () = BH (30, f(5.(5))) ()] ds
< B [ =9 s () — 505 s

[ =9 B o, (5.30(5))) 5) — B (10, £ 5,5()) ()]s
—0 ,n— oo

Thus
10x, — Oxllc,_, = SUJPtI’“ 1(Qxn)(2) — (Qx)(7)[| — O,
re

as n — oo, which implies the continuity of Q on W,.

At last, it remains to prove that Q is a compact operator on W,. From Lemma 3.1, it is known
that Oy : W, — C1_q(J,X) is compact. For the compactness of Q| = Py(+)xo, it is sufficient to
check the set

R={uecC(J,X) u(t)=1t""%Py(t)xo,xo € X,1 € J},
is precompact in C(J,X). Obviously, R(0) = %}, R(t) = {t'=*Py(t)x0}, t > 0is precompact
in X. Suppose that 0 <7 <1, < b. If t{ =0, in view of Definition 2.3(a), we have

1— X0
)~ (O} = [~ Putizh— 221 >,

as ty — 0. If #{ > 0, by hypothesis (H1), and the fact that {t'~%Py(¢),z > 0} is equicontinuous,
we see that

lu(t2) = u(t) | < llty™*Pa(2)x0 — 1~ *Pau(t1)x0]| — O

From the Ascoli-Arzela theorem, we get that R is precompact in C(J,X). So Q=01+ Qs is a
compact operator on W,.

Hence, by applying Schauder’s fixed point theorem, we see that Q has at least a fixed point
in W,, which infers that system (1.1) is exactly null controllable on [0,b]. This completes the
proof. U

In the following, we discuss the nonlocal differential equations with Riemann-Liouville frac-

tional derivative:

{ D%x(t) = Ax(t) + f(t,x(¢)) + Bu(z), t € J' := (0,b],

lim, o+ T'(a)t!~%x(t) = g(x), (3.7)

where the nonlocal item g satisfies the hypothesis,
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(H4) g : C1—q(J,X) — X is a continuous and compact mapping. There exists a positive
constant N such that ||g(x)|| < N forall x € C_¢(J,X).

As the nonlocal differential equations with initial condition x(0) = g(x) are found to have
better effects in some applications than the classical ones(x(0) = xp), various types of differ-
ential equations with nonlocal initial conditions have been studied in the literatures; see, e.g.,
[2, 4, 16, 19]. When the method of operator semigroup is applied to discuss the nonlocal
problems in Banach spaces, some methods, including approximate solutions and measure of
noncompactness, were used to discuss this problem; see, e.g., [5, 16]. By using approxima-
tion method, Fu and Zhang [12] studied the exact null controllability of nonlocal functional
differential systems.

Theorem 3.3. Assume that the hypotheses (H1) — (H4) are satisfied. Then the nonlocal differ-
ential system (3.7) is exactly null controllable on [0,D).

Proof. We define the operator K : Cy_q(J,X) — C1_q(J,X) by

(K1) = Pa(0g)+ [ Palt =5)[F (5,5(5) + Buls)lds.

Similar to the proof of Theorem 3.2, it is easy to see that G is continuous, and there exists r > 0
such that G maps W, C C1_4(J,X) into itself. We prove K is compact on W,. By Lemma 3.1, it
1s known that

(023 () = /O Pol- —5)[f (5,x(s)) + Bu(s)|ds

is a compact mapping on W,.. It remains to prove the compactness of (K — Q2)x(-) = Py/(+)g(x).
It is equivalent to the compactness of

R={uecCU,X): ult)=t""%Py(t)g(x),x e Wy,t € J}

in C(J,X). In fact, R'(0) = {15(()(;)) : x € W, } is precompact in X as g is a compact mapping. For

t > 0, due to the compactness of ! =%P, (t), we have that
R(t) = {t""%Py(t)g(x):xeW,} C X
is precompact in X. For 0 < t; < t, < b, the equicontinuity of ! ~%P, (t) implies that

lu(e2) —u(t) | = 1t~ *Pa(t2)g(x) — 1]~ *Pa(t1)g(x)|| — O,

as t; — tp independent of x. On the other hand, as g is compact and g(W,) = {g(x) : x € W,.} is
precompact in X, for any € > 0 we can find a finite family {y;}" , C X such that, for any x € W,,
there exists y; such that
€
18(x) =yill < 70— (3.8)
3(M+ rg5)

From Definition 2.3, it follows that lim,_,o+ I'(a)t!~*Py (t)x = x, for any x € X. Then, for any
€ > 0, there exists a constant 0 > 0, independent of y;, i = 1,2,--- ,m, such that, for any ¢ with
lt| <9,

1 €
11—
P i—— i . .
|t o)y F(oc)y | < 3 (3.9)
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Now by (3.8) and (3.9), it follows that, for any € > 0, there exists a constant 0 > 0, independent
of x € W,, such that, for any 0 < |¢| < §,

Jue) O} = 1e'~Pa(0)8(2) ~ 020
< I Pal0g(s) = Pale) + ' Pale)i— i
1 1
7~ e
< M) =l + 1Pl — gl + gy~
< € £ £
= 3733

which leads to the equicontinuity of R" at r = 0. By Ascoli-Arzela theorem, we see that R’ is
relatively compact in C(J,X). Thus K is a compact operator on W,. From Schauder’s fixed
point theorem, we can conclude that K has a fixed point on W,, which infers that system (1.1)
is exactly null controllable on [0,5]. This completes the proof. U

4. APPLICATION

We consider the following partial differential control system to illustrate our abstract results:
%x(1,0) = 62x(t 0)+ f(t,x(t,0))+u(t,0),0<r<b,0<6<1,
(t 0) =x(t,1) =0, (4.1)
tim, o T(e)r!=%x(r, 0) = 0(6),
where 1/2 < o < 1, and f : R xR — R is continuous.
Let X = L2(]0,1]) and the operator A : D(A) C X — X be defined by Az =z , with
D(A) = {z € X : z,7 are absolutely continuous, 7’ € X,z(0) = z(1) = 0}.

From Pazy [23], it is known that A generates an analytic semigroup S(¢), t > 0. The oper-

ator A has the eigenvalues A, = —n?n?, n € N, and the corresponding eigenvectors e,(0) =

V2sin(n8) for n > 1, eg = 1, form an orthogonal basis for L?([0,1]). Then S(z) is given by
S(t)z= Z eI < Z,en > ey.
n=1
If up(x) = Y| cpsinnmx, then S(¢)up(x) = Yo, e~"™i¢, sinnmx. On the other hand, from
[18], A is known as the infinitesimal generator of an at—order fractional resolvent Py (¢) and

Z 1 Eq g nznzta) cpSINNTX.

Using Laplace transformation and probablhty density functions, similar to the method in [27],
we have

1Py (1) / 0E0(6)S (190) p(x)dO, 42)

for any up € X, where
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—=sin(nma), 6 € (0,00).
n!

PIIH

i )= 19—na—1r(”a+1)

It follows from (4.2) that
1 ocPa / 650{ )

Using [27, Lemma 2.9 ], we see that the family of operators {t! =P, () : t > 0} is equicontin-

uous, compact and it satisfies
oM’
1-a
t P — =M

where M’ = sup{||S(z)|| : 0 <t < 1}. Then hypothesis of (H1) is satisfied. For the differen-
tial system (4.1), let u € L?>([0,1],X), B =1. Then B* = I. Firstly, we discuss the exact null
controllability of the corresponding linear system with additive term f € L2([0,b],X). That is

%x(1,0) = ezx(t 0)+f(t,0)+u(t,0),0<t<b,0<6<1,
(t 0) = x(t, 1) 0, (4.3)
lim, _,q+ F(Oc)tl’“x(t, 0) =x0(0).

By Remark 2.10, the exact null controllability of system (4.3) is equal to the existence of a
number k > 0 such that

/ 18Py (b —s)elPds > k(1P (b)e]> + / IACEOERN]

which is equivalent to

b b
| 1Pa(b =)zl ds = k(1 Pa(b)z]+ [ 1Palb =)z ds).

For the the linear control system (4.3) with f = 0, it was shown in [9] that it is exactly null
controllable if

b
|17 @ =92l as = b7 (B)e]
It follows that
L [ ire-sdras> Loz
1+bJo : — 14> <

which infers
[ ire-sePas> Lo (1w [ e -z e)
A §)z||“ds > 155 z A $)z||7ds ).
b

Thus linear system (4.2) is exactly null controllable on [0,b] with k = 177.
In addition, we may assume that the function f : [0,b] x X — X is continuous and there exists

p € L*([0,b],R") such that || f(z,7)]| < p(t)(||z||% +1) for (¢,z) € [0,b] x X. Let function

) = iija/x(fj79)-
=

Here hypotheses (H2)and (H4) are satisfied. Then by Theorem 3.3, differential system (4.1) is
exactly null controllable on [0, b].
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5. CONCLUSIONS

In this paper, we investigate the exact null controllability of Riemann-Liouville fractional
differential equations based on fractional resolvents and fixed point theorems. To see the results,
the solution to Riemann-Liouville fractional differential equations is defined under the frame of
the Banach space C_4(J,X). Moreover, some convergence results are presented to ensure
the uniform continuity for fractional resolvents when {¢t!~%P,(¢), > 0} is equicontinuous and
compact. Finally the controllability of fractional differential equations is transformed into a
fixed point problem for discussion.
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